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Thermal Conduction in 
onhomogeneous. CVD 
eamond Layers =n 

Electronic Microstructures 
Chemical-vapor-deposited diamond layers of  thickness between 0.1 and 5 ,am have 
the potential to improve conduction cooling in electronic microstructures. However, 
thermal conduction in these layers is strongly impeded by phonon scattering on 
defects', whose concentrations can be highly nonhomogeneous, and on layer bound- 
aries. By assuming that defects are concentrated near grain boundaries, this work 
relates the internal phonon scattering rate to the local characteristic grain dimension 
and to the dimensionless grain-boundary scattering strength, a parameter defined 
here that varies little within a given layer. Solutions to the Peierls-Boltzmann phonon 
transport equation for  conduction along and normal to layers account Jbr the nonho- 
mogeneous internal scattering rate. Predictions for  conduction along and normal to 
layers as thin as 0.2 ,am agree well with room-temperature data. This research helps 
optimize diamond layer thicknesses for  specific microstructures, such as silicon-on- 
diamond (SOD) circuits. 

1 Introduction 

At room temperature, chemical-vapor-deposited (CVD) dia- 
mond can be both an excellent thermal conductor and an electri- 
cal insulator, making it ideal for passive use in electronic micro- 
structures. The benefit is greatest if diamond can be brought 
within micrometers of active regions, typically made of silicon 
or gallium arsenide (Goodson, 1995). The small separation 
allows the diamond to reduce the problem of local hotspots 
with micrometer-scale dimensions, which degrade the perfor- 
mance and reliability of electronic systems. One example is a 
high-power-density laser-diode array based on a novel compos- 
ite diamond/gallium-arsenide substrate (Goodson et al., 
1995c). Another example is a. silicon-on-diamond (SOD) cir- 
cuit in which a thin diamond layer separates active silicon re- 
gions from the substrate (Ravi and Landstrass, 1989). SOD 
circuits are a novel form of silicon-on-insulator (SOI) technol- 
ogy, which improve the speed and voltage-blocking capability 
of devices through the use of a buried insulating layer. The use 
of diamond as the buried insulating layer offers the promise 
of avoiding the thermal resistance due to conventional buried 
insulators, such as silicon dioxide (Goodson et al., 1995a). 
Temperature fields in SOD circuits are strongly influenced by 
conduction along and normal to diamond layers thinner than 5 
# m .  

The deposition of thin diamond layers on silicon yields a 
highly imperfect and nonhomogeneous material, particularly 
near the interface. This is evident in the grain structure, which 
is shown in the cross-sectional micrograph in Fig. 1 and approx- 
imately depicted in Fig. 2. The nucleation of diamond on a 
silicon substrate results in very small grains near the interface 
(e.g., Stoner et al., 1992). The scattering rate of phonons, which 
are responsible for heat conduction in diamond, is strongly in- 
fluenced by the local grain size. However, the relationship be- 
tween the phonon scattering rate and the grain size has not 
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Manuscript received by the Heat Transfer Division February 1995; revision re- 
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Technical Editor: R. Viskanta. 

been rigorously determined. In thin layers, heat conduction is 
influenced by the strong nonhomogeneity of the phonon scatter- 
ing rate, which results from the varying grain size, and by 
phonon scattering on the layer boundaries. Predictions require 
solutions to the phonon transport equation in nonhomogeneous 
layers, which are not available. 

Previous data demonstrated the strong dependence of the local 
thermal conductivity along diamond layers on the coordinate z in 
Fig. 2 (Graebner et al., 1992a, b; K~iding et al., 1993, 1994). The 
room-temperature conductivity varies from approximately 2000 
W m -~ K -~ for values of z greater than about 150 #m, to values 
below the conductivity of silicon, 150 W m -1 K i, for values of 
z less than about 5 ,am. Recent work measured the effective thermal 
conductivities normal to tNnner layers, obtaining values between 
12 and 75 W m -t K -~ for layers of thickness 0.2 and 2.6 ,am, 
respectively (Goodson et al., 1995b). Previous analysis solved 
the transient equation of phonon radiative transfer for conduction 
normal to diamond layers using the homogeneous phonon-scatter- 
ing parameters of nearly perfect crystals (Joshi and Majumdar, 
1993). There is a need to solve the transport equation considering 
the nonhomogeneous, highly imperfect conditions in contemporary 
layers of thickness less than a few micrometers. 

This work develops a theory for the dependence of the 
local phonon scattering rate in diamond layers on the local 
characteristic dimension of grains, da. The phonon transport 
equation is integrated for the case of conduction along a layer 
with a nonhomogeneous phonon mean free path, yielding the 
effective thermal conductivity as a function of layer thick- 
ness, temperature, and parameters describing the grain struc- 
ture. An approximate solution to the transport equation for 
the case of conduction normal to a nonhomogeneous layer is 
also given. Predictions for conduction along and normal to 
diamond layers as thin as 0.2 ,am are compared with experi- 
mental data. This work is of interest to researchers fitting the 
temperature-dependent conductivity in diamond polycrystals, 
who lack a precise treatment of the scattering rate due to 
grain boundaries. This research helps quantify the benefit of 
using passive diamond layers in electronic microstructures, 
which is governed by the ability of the layers to conduct heat 
from active semiconducting regions. 
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Fig. 1 Cross-sectional scanning electron microscopy image of a par- 
tially metallized diamond layer on silicon. The diamond layer thickness 
is 2,6/.¢m and the metallization is gold with a titanium adhesion layer. This 
structure was used by Goodson et ai. (1995b) to measure the thermal 
resistance for conduction normal to the diamond layer into the silicon. 

2 Grain Boundaries and the Local Phonon Scatter- 
ing Rate 

Phonon thermal conduction in diamond layers can be de- 
scribed using a phonon relaxation time, r (e.g., Graebner, 
1993). The total phonon scattering rate, l / r ,  is given by 

[v-(Z, w, T ) ] - '  = [7-u(W, T)]  -1 "t" [TD(Z, W)] : '  (1)  

The terms in Eq. ( 1 ) depend on the phonon angular frequency, 
w, the temperature, T, and the position in the layer with respect 
to the substrate on which it was deposited, z. The first term on 

POLY- 
CRYSTAL 
DIAMOND 

LAYER 

OVERLAYER 

=,,, 

!l/Ill 

m 

dG(Z) 

SINGLE-CRYSTAL SILICON SUBSTRATE 
Fig. 2 Grain structure in CVD diamond layers 

the right is due to phonon-phonon Umklapp scattering. The 
second term on the right is the phonon scattering rate due to 
defects, which is strongly influenced by the grain structure. The 
grain structure is described by the characteristic grain dimen- 
sion, do(z), which is defined as the average distance between 
intersections of grain boundaries with a reference line placed 
on a top-view electron micrograph of a layer of thickness z. 

Scattering on diamond grain boundaries is at the root of  a 
puzzle. Diamond layers with columnar grains have higher room- 
temperature thermal conductivities in the z direction, i.e., paral- 
lel to grain boundaries, than in the x direction (e.g., Graebner, 
1993), suggesting that scattering on grain boundaries is im- 
portant. But the importance of  scattering on grain boundaries 
is questionable, due to the lack of  an appropriate signature in 
the measured temperature dependence of  the low-temperature 
thermal conductivity (e.g., Morelli et al., 1993). At tempera- 

N o m e n c l a t u r e  

Au = fitting parameter, relaxation 
time for scattering on phonons, 
S-1 K-3  

Be = fitting parameter, relaxation 
time for scattering on phouons, 
K 

Cv = phonon specific heat per unit 
volume, J m -3 K -I  

DRc = diameter of extended defects, 
m 

dD= maximum separation of  defec- 
tive region from grain bound- 
aries, m 

d~ = characteristic grain dimension, 
m 

d~,. = distance between consecutive 
grains along phonon trajectory 
line, m 

dL= layer thickness, m 
FA, Fe = parameters in integrand, m 

hp = Planck's constant divided by 
27r = 1.05 × 10-34 J s 

Ice = distribution function for relat- 
ing dG and By, m -1 

J = total number of  types of defects 
j = integer denoting defect type 

ke = Boltzmann constant = 1.38 × 
10 .23 J K - '  

m, n = integers used in summation 

No = equilibrium phonon distil- /3 = 
bution function ~7 = 

Nx = phonon transport parameter, 
defined in Eq. (18), m -l  A = 

naBj = number of  defects of  type 
j per unit grain-boundary AAV = 
area, m -2 

p = probability for transmis- A6n = 
sion through grain bound- 
ary without scattering Az = 

q, = heat flux along layer, W 
m -2 Ao = 

qBVLK = heat flux in a homogeneous 
bulk medium, W m -2 Al, A2 = 

SA,, SA2, 
SBi, Sez, = parametersfor  integrand, # = 

Eqs, ( 2 4 ) -  (26) a: = 
T = temperature, K 
v, = average phonon velocity, r = 

m s - '  
x, y = coordinates along layer, m roe  = 

z = coordinate normal to layer, 
m 

zl = coordinate of step nonho- rD = 
mogeneity, m 

ze = acoustic depth, defined in ru  = 
Eq. (17) 

c~ = angular coordinate, see ov = 
Fig. 3 

angular coordinate, see Fig. 3 
grain-boundary scattering 
strength, defined by Eql (3) 
phonon mean free path = u:- ,  
m 
average phonon mean free path, 
defined in Eq. (29),  m 
phonon mean free path, grain 
boundaries, m 
linear slope of phonon mean 
free path with increasing z 
minimum phonon mean free 
path, m 
phonon mean free paths for step 
nonhomogeneity, m 
cos (Otp) 
phonon-scattering cross section 
of  defects of type j ,  m 2 
phonon relaxation time = A/us,  
S 
phonon relaxation time, defects 
concentrated at grain bound- 
aries, s 
phonon relaxation time, de- 
fects, s 
phonon relaxation time, Um- 
klapp processes, s 
phonon angular frequency, rad 
S-1 
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tures above a few degrees Kelvin, the rate of phonon scattering 
on distinct grain boundaries, which is independent of the phonon 
frequency, is much smaller than the rate of scattering on other 
types of defects, e.g., impurities, which depends strongly on the 
phonon frequency. 

An explanation is suggested by the electron micrographs of 
Heatherington et al. (1990), which show a high concentration 
of defects within about 2000 A of grain boundaries. Scattering 
on defects concentrated at grain boundaries yields anisotropy 
in layers with columnar grains and has the phonon frequency 
dependence needed to explain low-temperature conductivity 
data. Goodson et al. (1994b) used this assumption to relate 
the effective thermal conductivity along layers to do, yielding 
predictions in reasonable agreement with data for which the 
local value of de is known. This work assumes that in layers 
of thickness less than a few micrometers, the small grain dimen- 
sion causes phonon scattering on defects near grain boundaries 
to dominate over scattering on defects within grains. This allows 
1/TD in Eq. ( 1 ) to be replaced by 1/~-6B, which is the scattering 
rate due to grain boundaries. This work also assumes that I/7-D 
can be treated as homogeneous within a given plane z in solving 
the phonon transport equation, even though the scattering rate 
must be higher near grain boundaries. This yields accurate pre- 
dictions of the heat flux as long as (a)  the characteristic length 
scale of the medium in which transport is analyzed is large 
compared to da and (b) the geometry is such that energy must 
travel through many grain boundaries, both of which are satis- 
fied here. 

This analysis uses two different approximations to relate 1/ 
TO, to de. The first, approximation A, distributes the defects 
contributed by grain boundaries homogeneously within the 
plane z. The second, approximation B, assumes that the defects 
contributed by a grain boundary are located within a distinct 
distance from grain boundaries, do, that is finite but much 
smaller than de. For case B, the scattering rate due to grain 
boundaries is analyzed considering ballistic phonon transport 
between boundaries, at which phonons have a probability for 
transmission without scattering. For both cases, the total scatter- 
ing rate is calculated using Eq. (1) with the expression for the 
scattering rate due to grain boundaries derived in the following 
subsections. Approximation A is most appropriate for do ~ do 
and approximation B is most appropriate for dc >> do. The 
electron micrographs of Heatherington et al. (1990) indicate 
that dD ~ 2000 A for grains with dc ~ 1 #m. Since grain 
dimensions in diamond layers vary between a few tens of 
nanometers to several tens of micrometers depending on the 
coordinate z, both approximations are of practical impor- 
tance. 

2.1 Approximation A: Lateral.Homogeneous Distribu- 
tion of Defects Related to Grain Boundaries. Because 
grain-boundary scattering is considered geometrically in this 
work, it is helpful to define a mean free path for scattering on 
grain boundaries A~, = ~-G,v,, where v, = 1.32 × 104 m s -t is 
the average phonon velocity in diamond. Given approximation 
A, the inverse of the mean free path can be expanded using 

[AeR(z, tv)] - l  = Bv(z)~7(z, w) (2) 

where By is the grain-boundary area per unit volume. The scat- 
tering rate determined using Eq. (2) can be applied directly in 
Eq. (1).  The dimensionless grain-boundary scattering strength 
is defined here, 

J 

rl(Z, ~) = ~ aj(w)nGBj(Z) (3) 
j = l  

where cr is the scattering cross section of defects of type j for 
phonons of frequency ~o. The concentration of defects of type 
j is the product of the number density of those defects per unit 
grain-boundary area, neB,j, and By. Section 2.2 shows that rl is 

PHONON ~ 1  
TRAJECTO~ ~ p  I 

VECTOR '~ 
NORMAL ~ I ~ TOAREA"~,~,,~L-G~ ~ | 

GRAIN BOUNDARY 
AREA ELEMENT 

x iiJ 

y, 
Fig. 3 Angles describing a phonon trajectory and a differential grain- 
boundary area element 

simply related to the probability for phonon transmission 
through a grain boundary without scattering. 

This work derives the relationship between By and dG by 
assuming that do is independent of the direction of the reference 
line within a given x-y plane. This is not strictly correct for 
nearly heteroepitaxial layers, which have a large fraction of 
grain boundaries oriented in the crystallographic directions of 
the underlying silicon substrates (e.g., R6sler et al., 1993). But 
the oriented grains prevail only for relatively large values of z, 
so the present approach is still appropriate. The angles aGR and 
/3oR of the area-element normal vector and a set of relative 
rectangular coordinates are defined in Fig. 3. The grain-bound- 
ary area per unit volume is 

uff/2 I~B(Z, ae,, /36.) d/3~Rdae, (4) 
By(z) = 4 sin (aeB) cos (/3~s) 

where Io,(aG,,  13o,)daoBd/3aR is the number of intersections 
per unit length of grains of angles ac, B and fit8 with the x '  axis, 
which serves here as the reference line for the measurement of 
do. The denominator of the integrand in Eq. (4) accounts for 
the increased contribution of grain-boundary area per unit vol- 
ume by area elements with normal vectors not parallel to the 
reference line. 

If the grain structure is random, then I~, is 

l~B(z, ol.B, /~o~) 

= [sin (aaB)][sin (~cB)lcos (Bcn)Jl 2~rd~.(z) 

The first term in brackets accounts for the fraction of grain- 
boundary area elements in the x ' - y '  plane having angle acB, 
which decreases to zero with a~B. The second term in brackets 
accounts for the diminished profiles presented by grain-bound- 
ary area elements whose normal vectors are not parallel to the 
reference line. In layers with columnar grain structure, grain 
boundaries are predominantly parallel to the z axis but have 
intersections with x ' - y '  planes that are randomly oriented. For 
this case, IG, is 

loB(Z, ~.I,, l~n) 

= 6 o ~  2 2 
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Fig. 4 Phonon mean free path limited by scattering due to grain bound- 
aries 

X [Icos ( t o . ) [ ]  [ 8dc---~---(z) 1 ", 

1 d 
sin (Ac~) = ~ z z  [do(z)] (6) 

The use of delta functions assumes that grain boundaries have 
exactly the slope that accommodates the change of do with 
respect to z. Combining Eqs. (2), (4), and (5) yields 

Ao.(z,  co) _ 1 
( 7 )  

do(z) 2r/(z, co) 

for random grains and 

Ace(z, co) _ 2 1 + [do(z)] (8) 
do(z) 7r~7(z, co) 

for columnar grains. The term in brackets in Eq. (8) is usually 
very near to unity. 

The mean free paths for random and columnar grains are 
plotted in Fig. 4. Practical layers have grain structures between 
these two extremes. The difference between the two results 
becomes clear when considering the contribution of each grain 
boundary to By within a cylindrical differential volume element 
centered about the reference line used to measure do. Each 
intersection of the reference line with the boundary of a colum- 
nar grain contributes less to By than an intersection with a 
typical randomly oriented grain boundary. 

2.2 Approximation B: Concentration at Grain Bound- 
aries of Defects Related to Grain Boundaries. If da is con- 
siderably larger than do, then approximation A is poorly suited. 
The error is greatest if the geometry makes it unnecessary for 
phonons to travel through grain boundaries, which is the case 
for conduction normal to a layer with a perfect columnar grain 
structure. Equations (7) and (8) predict that the phonon mean 
free path, and therefore the thermal conductance for heat trans- 
port normal to the layer, can be made arbitrarily small by in- 
creasing the grain-boundary scattering strength, ~7. But if defects 
related to grain boundaries are restricted to a region near grain 
boundaries of thickness much less than do, then a very large r~ 
can at most reduce At .  to the order of do. 

The phonon mean free path to be used for conduction normal 
to layers with columnar grains is obtained here using approxi- 
mation B, which assumes that d .  is much smaller than do. The 
probability of phonon transmission through a grain boundary 
without scattering, p, decreases exponentially with the ratio of 
the path length of the phonon through the defective region, 

which for phonons with normal incidence is 2do, to the phonon 
mean free path in the defective regions, which is 2dDhT. This 
yields 

p D 7 ( z ,  co), ,~p - oeoB, t P  -- t o . ]  

[ - r / (z ,  co) ] (9) 
= exp Icos (cep - cat.) cos (tip - t o . ) l  

where the angles cep and t v  are those of the phonon trajectory 
shown in Fig. 3. The mean free path of a group of phonons 
launched with a given trajectory is 

Aa. = da.o + do, P ~7, up - ~ ,  tip - ttB.m (10) 
n = l  m = l  

The integer subscripts label the grain boundaries intersected by 
the phonon trajectory line. The angle to.a, is for the area ele- 
ment of the grain boundary m at the intersection of the trajectory 
line. The length do.  is the distance along the trajectory line 
between grain boundaries n and n + 1. To obtain an approximate 
result in closed form, all grain-boundary area elements inter- 
sected by the phonon trajectory line are assumed to have the 
same angle rio. and all do,., are all assumed to be do~sin (up). 
Equation (10) reduces to 

Ao.(z, ae, co)[sin (oev)] 

do(z) 

I' I t ' l l  + (11 )  
exp ~7(z, co) - 1 

sin (ap) 

The coefficient in the exponential function, 7r/2, is determined 
by requiring that approximations A and B yield the same mean 
free path when ~7/sin (ap) is much smaller than unity. In this 
limit, phonons travel through many grains and the distinction 
between the two approximations is unimportant. For solutions 
to the phonon transport equation that assume an isotropic pho- 
non mean free path, it is useful to average Eq. (11) over the 
solid hemisphere. Numerical integration yields a result within 
3 percent of 

aon(Z ,  co) _ rc 

do(z) 2 

1 
1 +  712 (12) 

Figure 4 shows that Eqs. (11 ) and (12), which are appropriate 
for columnar grains, yield longer mean free paths than the re- 
sults for randomly oriented grains for large r/. 

2.3 Parameter Values for CVD Diamond. The results 
derived in Sections 2.1 and 2.2 apply to polycrystalline layers. 
The results are applied to CVD diamond layers using the pho- 
non-scattering parameters of Graebner (1993) and Goodson et 
al. (1994b). The first term on the right of Eq. ( 1 ) is 

[rv(xoo, T ) ] - ! = A v ( x ~ ) 2 T 3 e x p ( ~ )  (13) 

where Au = 640 s-1 K-3 and Bu = 470 K. The dimensionless 
phonon frequency is x~ = heco/(kBT), where he is Planck's 
constant divided by 27r and k. is the Boltzmann constant. Imper- 
fections are considered using 

4trY, 4 \ hTJ  (14) 
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for point defects, where Vo = 5.68 × 

k 4 '  
cr2(x~T) = 7rD~----~ (~eB)4v~ (x°°T)4 

10 -30 m 3, and 

hers 
for x,oT < - -  

k~Dkc 

7r( DRc) 2 hey, 
- - -  for x~T >- - -  (15) 

4 kRDkc 

for extended defects, e.g., groups of point defects or small re- 
gions with amorphous microstructure. These cross sections vary 
with phonon angular frequency but not with temperature, so the 
independent variable is denoted as the product x J .  This work 
uses the values fitted by Goodson et al. (1994b) for the diameter 
of extended defects, DRc = 1.4 X 10 -9 m, and for the number 
densities of defects per unit grain boundary area, ncA.~ = 2.2 x 
102° m -2 and riG&2 = 1.5 × 10 TM m 2. 

These scattering cross sections do not explicitly account for 
normal phonon-phonon scattering processes. While normal 
phonon-phonon scattering does not contribute directly to the 
thermal resistance, it increases the coupling between phonon 
scattering at high frequencies and phonons at low frequencies, 
which effectively increases the resistance. This could be most 
significant at low temperatures, where normal processes become 
more important compared to Umklapp processes. The scattering 
cross sections used here were fitted to thermal conductivity data 
for thick diamond layers over a large regime of temperatures 
(Graebner, 1993), and therefore implicitly account for normal 
processes. A small error may result in the present study of 
thin layers due to the impact of nonhomogeneity and boundary 
scattering on the influence of normal processes. 

3 Solutions to the Phonon  Transport  Equat ion for 
N o n h o m o g e n e o u s  Layers  

The scattering mechanisms discussed in Section 2 govern 
phonon transport within diamond layers. For layers that are 
sufficiently thin, phonon scattering on the layer boundaries can 
also be important (e.g., Flik et al., 1992). This necessitates 
solving the phonon transport equation of Peierls (1955) based 
on the Boltzmann equation, whose boundary conditions de- 
scribe the interaction of phonons with the interfaces of a layer. 
To accommodate the phonon mean free path developed in Sec- 
tion 2, the collision integral in the Peierls-Boltzmann equation 
must be simplified using the relaxation-time approximation. If 
the medium is isotropic and the differences between phonon 
polarizations are neglected, the steady-state form of this equa- 
tion for the two-dimensional geometry in Fig. 2 reduces to 

ON(x, z, co, ap, Bp) 
sin (ae)  cos (fie) 

Ox 

ON(x, z, w, olv, tip) 
+ cos (oto) 

Oz 

= No(co, T(x ,  z))  - N ( x ,  z, w, tee, r e )  
(16) 

A(z, co, T) 

where N is the local phonon distribution function and No is the 
local equilibrium distribution function. An approximate solution 
approach is to enforce energy conservation within each energy 
level (e.g., Brewster, 1992), which in this case is distinguished 
by the phonon angular frequency, co. This can lead to inaccurate 
predictions of phonon distribution functions, but it is expected 
to yield good predictions of the total phonon heat flux. When 
this method is used, Eq. (16) differs only by a constant of 
multiplication from the equation of phonon radiative transfer 
derived by Majumdar (1993). It is useful to define the dimen- 
sionless acoustic depth 

fo : dz' (17) 
ze(z,  co, T) = A(z, ~o, T) 

3.1 Transport Along a Layer.  Transport in the x direc- 
tion is due to the following condition: 

ONo(w, T )  ONo(co, T)  OT 

Ox OT Ox 
- N x  (18) 

where Nx is defined here. For conduction along layers it helps 
to integrate the Eq. (16) along a line of sight. The position 
along this line is zE/I.z, where/z = cos (ae) .  For phonons with 
# > 0, i.e., that travel upward in Fig. 2, the integration yields 

+ No[x(z~)] exp - dz~ (19) 
# 

where 

No[x(z~.)] 

= No(xo) - Nx[Z(Ze) - z(z)) ]  tan (ae)  cos ( t e )  (20) 

The heat flux is an integral involving the distribution function 
over all frequencies. The challenge for a nonhomogeneous me- 
dium arises due to the nested integral, whose evaluation must 
carefully consider the variation of the free path in the medium. 
This work chooses two forms for A(z) that allow the heat flux 
to be evaluated analytically: 

Linear Nonhomogeneity: 

A(z, co, T) = A0(w, T)  + zAz(w,  T)  (21) 

Step Nonhomogeneity: 

A(z ,  co, T) = Al(co, T),  0 <_ z < zt (22) 

= A2(co, T) ,  zl --< z < dL 

where x~ is the dimensionless phonon frequency defined in 
Section 2.3. For the calculations presented in Section 4, a linear 
dependence is used, as in Eq. (21). This gradual growth is 
consistent with micrographs of the layers whose transport prop- 
erties are predicted in the present study. Conduction in some 
diamond layers may be better modeled using the step change, 
due to a highly disordered near-interrfacial region beneath a 
region of relatively large grains. 

The heat flux for both cases reduces to 

dT Cv(x~o, T)  ~'~ 
qa(x~) = - ~x  4dL 

fo eL fo "2 X sin 2 (ae)  tan (c~)[Fa + Fs]dapdz (23) 

where dL is the layer thickness. The specific heat function Cv 
is from the theory of Debye (Berman, 1976). For linear nonho- 
mogeneity, the parameters Fa and Fn are 

F A -~- Z ( S A i  + SA2 --  SALSA2 ) --  
/zA~ + l 

(24) 

F B = Z ( S B i  + SB2 --  SB1SB2 ) --  
1 - ~Az 

(25) 
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where 

) / A \-l/~az Ao [Z~z + 1| s~,= 7X7+1 ; s~=\-Xo- /, ,~ d 
_ 0 . 7 5  

SB~= 1 Z~z ; S~2 = 1 - A ~ z  / (26) ~ 
, - l i p  0 . 5  

For the step nonhomogeneity, ~ ~ 

0 . 2 5  

FA=#Ai  1 - e x p  --7- for O-<z~z~  

= NA2 + Z exp 

Zl(  
#A2 

[Z[ - -  Z] 
+ e x p k - ~ -  j 

• ' - - - , ~ . ~ . ¢ . ~ - , 2 . .  . . . . . . . . . . . . . . . . . . .  i S O L U T I O N  I F O R  ..... 
° ' ; : ' : : .~" ,  HOMOGENEOUS 

" , " . ' , . ~ "  MEAN FREE PATH • % m I • 
' " . : Q ' . ~ • •  FUCHS 0 9 3 8 )  A N D  "~,'Q",~", SONDHEIMER (1952) 

~='~1= ,~.~.,"..'N', 
" 2~ ~".?N', , o o - - - N . . . : : ? X ,  ` 

i % =% t 

P R E S E N T  A N A L Y S I S  
NON.OMOGENEOUS "'.. ".:::N'.~ 
M E A N ~ . ' .  "', ."q.~ 

. . . . . . . . .  STEP, z, -: . ~ ~ ' " ' - - . : . . . . . . . ~ . . .  
. . . . . . . .  ' . . . . . . . .  ' . . . . . . . .  ' , , , ;'i"tr 
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MEAN FREE PATH, AAVE(m ) / d L 

Fig. 5 Reduction of heat flux along a thin layer due to boundary scatter-  
ing considering a nonhomogeneous mean free path. The bulk heat f l u x  

is that for an infinite medium with mean free path equal to the spatially 
averaged value in the layer. 

exp( )l for z~ ~ z ~ dL 

for 0 -< Z ~ dL -- Zl 

(27) 

I (A,)] dL--Zl) 1 - - ~  --Z 

= /zA1 + z exp #A1 

zl - dL 
X [ ( z + # a z ) t l - e x p ( - ~ - - ) ) - z - # A ,  ] 

for d L - - Z i < Z < - = d L  (28) 

It is useful to compare the heat flux calculated here to that 
along a very thick homogeneous layer, which has a mean free 
path that is equal to the average of that in the thin diamond 
layer, 

qBULK(X~) = dT 1 Cv(x~, T) v, fo iL - Z ~ ~ A(z, x ~ ) d z  

dT 1 
dx3 

Cv( x,,,, T )v ,Aav(  X~o) (29) 

Figure 5 contrasts the ratio of Eqs. (23) and (29) to the solution 
to the transport equation for a homogeneous medium, which 
was provided by Fuchs (1938) and Sondheimer (1952). Al- 
though these authors actually solved the equation to determine 
the impact of electron-boundary scattering on the electrical con- 
ductivity, the mathematics is completely analogous. When the 
linear form applies, the average heat flux along the layer can 
be estimated within 15 percent using the solution of Fuchs 
(1938) and Sondheimer (1952) and AAV. Nonhomogeneity re- 
duces the heat flux along a layer. Conduction in regions with a 
relatively long mean free path is more strongly impeded by the 
boundaries than in a homogeneous layer with the same average 
mean free path, which prevents the heat flux in these regions 
from completely balancing the low heat flux in regions with a 
relatively short mean free path. This is most clearly evidenced 

by the step model, which yields predictions that differ substan- 
tially from the homogeneous case. 

The effective thermal conductivity along the layer is 

ka,ezr = - Go qa(&,)dx~ (30) 

where 0 = 2032 K is the Debye temperature of diamond. 

3.2 Transport Normal to a Layer. The solution to Eq. 
(16) for conduction normal to a layer is discussed in textbooks 
for photon transport normal to a gray medium with gray, diffuse 
boundaries (e.g., Brewster, 1992). The exact solution for the 
heat flux cannot be written explicitly. But the solution obtained 
using the diffusion approximation and a slip boundary condition 
is simple and agrees within a few percent of the exact result. 
Chen and Tien (1993) used the approximate result to derive 
the effective thermal conductivity for conduction normal to ho- 
mogeneous layers. This expression yields predictions that agree 
with thermal-resistance data for conduction normal to thin 
amorphous silicon-dioxide layers at low temperatures (Goodson 
et al., 1994a). For a nonhomogeneous medium, 

1 = kn,eff = v~ f o / r  

RT dL 3 !,,o 
Cv( x~, T)dx~ 

d ~ ( x ~ ,  T )  + : + - -  - 1 
Ol! 

where the dimensionless effective layer thickness de is calcu- 
lated using z = dL in Eq. (17). The transmission coefficients 
for phonons into the bounding media, a0 and at ,  are calculated 
using the diffuse mismatch theory of Swartz and Pohl (1989). 

This study neglects lateral variation of the phonon scattering 
rate, which yields a thermal resistance that is homogeneous in 
the x - y  plane. In practical layers, the thermal resistance may 
vary significantly in the x - y  plane due to the higher scattering 
rate near grain boundaries. Since the resistance is dominated 
by the regions with smallest grains, nonuniformity would be 
observable using experimental techniques with resolution finer 
than dao. Section 4 compares the thermal resistance predictions 
with data from a laser-reflectance technique with resolution 
limited by diffraction to roughly 1 #m. Since de0 is of the order 
of 20-50 nm for the layers interrogated here, the comparison 
is appropriate. 

284 / Vol. 118, MAY 1996 Transactions of theASME 

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



4 Results and Discussion 
Figure 6 plots the effective conductivity along layers as a 

function of the layer thickness at temperatures of 300 and 77 
K. The calculations are performed using two different linear 
slopes relating the grain dimension to z. The data in the figure 
are for layers in which the reported grain dimension at a given 
thickness is approximately equal to that used in the calculations. 
Graebner et al. (1992b) measured the conductivity along several 
thin layers of varying thickness grown under different condi- 
tions. The two layers studied here were grown at nearly the 
same rate and had almost the same ratios of dc(dD/dL. In order 
to plot the data in Fig. 6, these two layers are both assumed to 
have the same linear dependence of d6 on z. The intercept grain 
dimension, 0.2 ,am, is chosen for consistency with the other 
grain-dimension function, which was provided by Plamann et al. 
(1994) for their layers. While both sets of layers were fabricated 
using a similar microwave-plasma assisted technique, the pro- 
cess of Plamann et al. (1994) yielded a microstructure with 
finer grains. The agreement between the predictions and data 
at room temperature is achieved using no fitting parameters. The 
grain-boundary scattering strength ~7 used here was determined 
during a prior research project by fitting the conductivity of 
diamond layers thicker than 50 #m (Goodson et al., 1994b). 
This lends support to the assumption that ~ is independent of 
Z. 

Figure 6 shows the importance of obtaining a rapid increase 
of grain dimension with the layer thickness. The conductivity 
of layers with larger grains increases far more rapidly with 
increasing z, which can allow a total required conductance along 
a layer to be achieved using less diamond. The conductivities 
predicted in Fig. 6 are much less than that of high-quality thick 
CVD diamond layers at both 77 K and 300 K, which exceeds 
2000 W m -~ K -~. The reduction is most severe at cryogenic 
temperatures. At 77 K the phonon mean free path is limited by 
scattering on grain and layer boundaries and the phonon specific 
heat is much less than that at room temperature. This causes 
the conductivities at 77 K of the diamond layers to be more 
than an order of magnitude less than those at room temperature, 
although the bulk conductivity has the opposite behavior. 

For conduction normal to diamond layers, the grain size at 
the interface is very important. Figure 7 predicts the thermal 
resistance using a relationship between da and z that is based 
on top-view electron micrographs of layers experimentally in- 
vestigated by Goodson et al. (1995b), one of which is shown 
in Fig. 1. The data agree well with the predictions if a random 
grain structure is assumed and the diamond grain dimension 
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Fig, 6 Effective conductivity along thin nonhomogeneous diamond lay- 
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thickness are the same as those used in the respective calculations. 
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Fig. 7 Thermal resistance for conduction normal to thin metallized dia- 
mond layers on silicon 

near the interface is assumed to be between 20 and 50 nm. 
These assumptions are consistent with top-view micrograph of 
the layers in the study, although the grain structure of the thick- 
est layer appeared to be at least partially columnar. A columnar 
grain structure improves conduction in the direction normal to 
the layer compared to that for a random grain structure, as 
shown in the predictions in Fig. 7. This may explain the overpre- 
diction of the data for the thickest layer by the analysis that 
assumes randomly oriented grains. 

The scattering theory in Section 2 can be applied indepen- 
dently of the solution to the transport equation to estimate the 
local conductivity in layers of thickness greater than 1 ~m at 
room temperature as a function of the grain dimension dG. 
Using approximation A with Eqs. (29) and (30), the diamond 
conductivity at 300 K is fit within 6 percent by 

[ 6"785× 10-6m ] 
k(dc) = ( 2 1 6 9 W m  ~ K - l )  1 - d e  + 6.785 × 10 6m 

(31) 

5 Conclus ions  
This research uses phonon transport theory to relate the con- 

ductivity of thin diamond layers to the size and orientation of 
their grains. The agreement between predictions and data lend 
support to the hypothesis that defects concentrated near grain 
boundaries limit the mean free path of phonons in thin diamond 
layers. Future deposition research must target the most rapid 
increase in grain dimension with thickness during layer growth. 
The different mean-free-path expressions derived here for con- 
duction along and normal to layers with columnar grains should 
be used to model the anisotropy measured in thick diamond 
layers (Graebner, 1993). 

This work shows that contemporary layers have the potential 
to provide electrical insulation without the problematic thermal 
resistance resulting from conventional dielectrics, e.g., amor- 
phous silicon dioxide. A major task required to realize this 
potential is to minimize the thermal boundary resistances be- 
tween diamond and neighboring materials, which can result due 
to disordered interracial layers or to incomplete contact. 
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Elements of a General 
Correlation for Turbulent 
Heat Transfer 
Typically, heat transfer researchers present results in the form of  an empirically 
based relationship between a length-based Nusselt number, a length-based Reynolds 
number, and a fluid Prandtl number. This approach has resulted in a multitude of 
heat transfer correlations, each tied to a specific geometry type. Two recent studies 
have contributed key ideas that support the development of  a more general correlation 
for  turbulent heat tran~fer that is based on local parameters. Maciejewski and Moffat 
(1992a, b ) found that wall heat transfer rates scale with streamwise turbulent velocity 
fluctuations and Anderson and Moffat (1992a, b ) found that the adiabatic temperature 
rise is the driving potential for heat transfer. Using these two concepts and a novel 
approach to dimensional analysis, the present authors have formulated a general 
correlation for turbulent heat transfer. This correlation predicts wall heat flux as a 
function (~ the turbulent velocity fluctuations, the adiabatic temperature rise, and the 
fluid properties (density, specific heat, thermal conductivity, and viscosity). The 
correlation applies to both internal and external flows and is tested in air, water, 
and FC7Z The correlation predicts local values of  smface heat flux to within ± 12.0 
percent at 95 percent confidence. 

Introduction 
Historically, correlations constructed for turbulent heat trans- 

fer in incompressible flows have been specific to flow geometry, 
thermal boundary conditions, and fluid properties. Heat transfer 
results are typically cast in the form Nu = f(Re,  Pr) for a given 
geometry. As a consequence, existing empirical knowledge in 
turbulent heat transfer is represented by a somewhat disparate 
collection of case-specific correlations. The aim of this paper 
is to present a new analysis of some recently published data, 
which suggests that turbulent heat transfer in incompressible 
flows may be represented in a single, general correlation. 

The hope of constructing a general correlation for turbulent 
heat transfer rests on the possibility that surface convective heat 
transfer rates in turbulent flows can be characterized in purely 
local terms, i.e., that the surface heat flux may be correlated in 
terms of a set of variables defined near the point at which the 
heat transfer occurs, irrespective of the global geometry of the 
flow. This possibility may be linked to a series of questions. Is 
there a local measure of the flow field turbulence that serves as 
a proxy for the entire velocity field? Is there a local driving 
potential (temperature difference) for heat transfer which ac- 
counts for the effects of upstream thermal boundary conditions? 
Can a correlation for turbulent heat transfer be constructed in 
the absence of any variable representing the global geometry 
of the flow? The possibility of constructing a general correlation 
for turbulent heat transfer may require an affirmative answer to 
each of these questions. 

Two recent studies guide the present analysis, each contribut- 
ing an insight to the problem of constructing a general correla- 
tion for turbulent heat transfer. The first of these studies, Macie- 
jewski and Moffat ( 1992a, b) [see also Maciejewski and Moffat 
(1989, 1990) on this point], provides the insight that the local 
value of the surface heat flux may be directly determined by 
the maximum local value of the turbulent velocity fluctuations, 
u~,,×. If this proves to be correct, then perhaps a general correla- 
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revision received February 1996. Keywords: Forced Convection, Turbulence. As- 
sociate Technical Editor: A. Lavine. 

tion for turbulent heat transfer need only include this single 
variable representing the influence of the velocity field on sur- 
face heat flux. The second of these studies, Anderson and Moffat 
(1992a, b) [see also Moffat and Anderson (1991) on this 
point], provides the insight that the local driving potential for 
heat transfer, which accounts for the effects of upstream thermal 
boundary conditions, is the difference between the actual local 
surface temperature, T,, and the local adiabatic surface tempera- 
ture, Tad, where T,a is the temperature that would be present in 
the absence of local surface heat transfer. Furthermore, local 
surface heat flux is expected to be directly proportional to ATa,~. 
While the studies of both Maciejewski and Moffat ( 1992a, b) 
and Anderson and Moffat (1992a, b) have been conducted in 
air, they represent what would be considered two different types 
of turbulent flow situations: The former study is an investigation 
of external, boundary layer heat transfer in the presence of very 
high levels of free-stream turbulence, and the latter study is an 
investigation of heat transfer in an internal flow with roughness 
elements (i.e., in a geometry typical of electronics cooling appli- 
cations). 

The present study seeks a general correlation for turbulent 
heat transfer, which represents the heat transfer data of both 
Maciejewski and Moffat (1992a, b) and Anderson and Moffat 
( 1992a, b, 1990), as well as the turbulent boundary layer heat 
transfer data of Hollingsworth and Moffat (1989) (a study con- 
ducted in water on both flat and concave surfaces), and the 
channel flow data of Garimella and Schlitz (1992) (a study 
conducted in FC77). The final correlation will account for the 
effects of turbulence, upstream thermal boundary conditions, 
and fluid properties. 

General Formulation 
The studies selected consist of the external flow studies of 

Maciejewski and Moffat (1992a, b) and Hollingsworth and 
Moffat (1989) and the internal flow studies of Anderson and 
Moffat (1992a, b, 1990) and Garimella and Schlitz (1992). 
These five studies were chosen because ( 1 ) they represent heat 
transfer data from a diverse set of turbulent flows, and (2) these 
studies either include measurements or allow assessments of 
local surface heat flux and the variables that hypothetically 
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Fig. 1 Schematic of Maciejewski and Moffat (1992a, b) and Hollings- 
worth and Moffat (1989) 

determine the value of local surface heat flux. Figures 1 and 2 
and Table 1 display the diversity of the experimental facilities 
associated with the studies considered. Taken together, these 
five studies incorporate five geometries (including both exter- 
nal, boundary layer flows and internal, electronics cooling 
flows) and three fluids (air, water, and FC77). 

The data of Maciejewski and Moffat ( 1992a, b) and Hollings- 
worth and Moffat (1989) will be collectively designated "exter- 
nal flow data." The study of Maciejewski and Moffat ( 1992a, 
b), a study of boundary layer heat transfer in the presence of 
very high levels of free-stream turbulence (i.e., local free-stream 
turbulence levels between 20 and 60 percent of the local free- 

L x 

t 
Flow Direction 

Fig. 2 

sz 

I I 
I II II--I[SZ]I II I 

t 11 If--Iil ll II I 
q II IiI 1il--11 
I II Iif-] l I I I  
I II I I f - I i - - l l  II I 
I I f - I i l - - l l l - ] l  II--I 

II--111--II II I i 
Y 

(a) Maciejewski and Moffat (1992a, 1992b) 

R o w  Direction 

(a) top view (b) side view 

Schematic of internal channel flows (see Table 1 ) 

stream mean velocity), represented schematically in Fig. 1 (a),  
was conducted in air on a flat heat transfer surface placed in 
the margin of a turbulent free-jet. The study of Hollingsworth 
and Moffat (1989), a study of boundary layer heat transfer in 
the absence of free-stream turbulence, represented in Fig. 1 (b), 
was conducted on both flat and concave heat transfer surfaces 
placed in a water channel. For the data of Hollingsworth and 
Moffat (1989), the maximum local value of the turbulent fluc- 
tuations, u~ , x ,  is estimated from the data of Johnson and John- 
ston (1989), which includes a parallel study of the velocity 
boundary layer performed in the same facility used by Hollings- 
worth and Moffat (1989). 

The data of Anderson and Moffat (1992a, b), Anderson and 
Moffat (1990), and Garimella and Schlitz (1992) will be col- 
lectively designated "internal flow data." The studies of Ander- 
son and Moffat (1992a, b, 1990), studies in air, and Garimella 
and Schlitz (1992) [ see also Schlitz (1992)], a study in FC77, 
were conducted in rectangular channels with roughness ele- 
ments on one wall, as represented in Fig. 2. The values for the 
geometric parameters for each of these studies are provided in 

N o m e n c l a t u r e  

A = correlation constant, external flow 
al  = exponent on H~.~, external flow 
a2 = exponent on I-Iz, external flow 
B = correlation constant, internal flow 

bl = exponent on IFI~, internal flow 
b2 = exponent on H2.ae, internal flow 
b3 = exponent on Ili3, internal flow 
C = correlation constant, general corre- 

lation 
Ct, = specific heat 
H = channel height, internal flow 
h = heat transfer coefficient 
k = thermal conductivity 

k~ = Boltzmann constant = 1.38 x 
10 -a3 J /K 

Lx = module length 
Ly = module height 
L~ = module width 

L *  = (pCp)  -113 

m = exponent on II2, general correlation 

n = exponent on 1-13, general correla- 
tion 

Nu = Nusselt number 
Pr = Prandtl number 
q',~ = wall heat flux 
Re = Reynolds number 
Sx = module streamwise spacing 
S~ = module spanwise spacing 
T = temperature 

u '  = root-mean-square streamwise tur- 
bulent velocity fluctuation 

gt ! t 
= Urea x / U m a x , A p  

U* = k / ( p C p )  zj3 

U = mean channel velocity 
x = coordinate in flow direction 

AP = pressure drop per row 
0 = AT~a/  A T ~  
# = viscosity 

IIo = nondimensional surface heat flux 

1Yl~ = nondimensional temperature dif- 
ference 

H2 = nondimensional turbulent fluctu- 
ation 

H3 = nondimensional viscosity 
7r0 = nondimensional heat transfer co- 

efficient 
~-~ = reciprocal of nondimensional vis- 

cosity 
7r2 = nondimensional ratio of viscosity 

and thermal conductivity 
p = density 

Subscripts  

ad  = adiabatic 
f = film 

max = maximum 
s = surface 

o0 = free stream 
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Table 1 (all dimensions in cm) 

Study L x L= S z S= H Ly 

Anderson and Moffat (1992a, 1992b) 3.75 4.65 5.02 5.92 1.42-4.37 0.95 

Anderson and Moffat (1990) 1.27 1.27 3.81 3.81 2.86-5.84 1.27 

Oarimella and Schlitz (1992) 1.02 1.02 1.60 1.60 0.2 0.064 

WirtzandChen (1992) 3.60 3.60 3.60 3.60 1.8 0.60 

Table 1. Although the geometries associated with this set of 
studies in channels with roughness elements may be character- 
ized by a common set of variables, within this common geomet- 
ric description the studies themselves are quite diverse. The 
study of Anderson and Moffat (1992a, b) employs a dense 
array of flat elements, the study of Anderson and Moffat (1990) 
employs a sparse array of cubical elements, and the study of 
Garimella and Schlitz (1992) employs an array of extremely 
flat elements. 

It is presumed that the surface heat flux, q : ,  can be repre- 
sented as a function of the maximum local value of the turbulent 
fluctuations, U'max, the local value of the difference between the 
surface temperature and the adiabatic surface temperature, 
AT~d, and the fluid density, p, specific heat, Cp, thermal conduc- 
tivity, k, and viscosity, #. The relation between these variables 
can be expressed as follows: 

m # q~ - f ( u  ..... AT<,d, p, Cp, k,  I.Z) (1) 

Each of these variables has either been measured or can be 
estimated for each of the five studies considered. 

Following Panton (1984), Callen (1985), and others, it is 
presumed that temperature and energy are dimensionally equiv- 
alent. (In this system, AT is expressed in J, Cp is expressed in 
kg -t ,  and k is expressed in m -l s -1 . The Boltzmann constant, 
kn = 1.38 × 10 -23 J/K, is used to convert Kelvins to Joules 
for the purpose of evaluating AT, Cp and k.) The relation be- 
tween the variables can be expressed nondimensionally as fol- 
lows: 

rI0 = f(l-II, I-I2, 1-i3) (2) 

where 

l'Io ~ q~ , /pU .3  

rl ,  -= Cp(T.  - T . d ) / U  .2  

r , 
I I 2  ~ //~ max / U 

Ha =- # C p l k  

and 

U* ~ k / ( p C p )  2/3 

In this formulation, H0 may be interpreted as the nondimen- 
sional surface heat flux, H~ as the nondimensional driving po- 
tential for heat transfer (temperature difference), H2 as the 
nondimensional level of the turbulent fluctuations, and FI3 as 
the nondimensional fluid viscosity (also recognized as Prandtl 
number). The variables p, Cp, and k serve as the basis variables 
for this nondimensionalization. The combination U* --- k~ 
(pCp) 2/3 is a fluid property, which has the dimension of veloc- 
ity. Fluid properties are evaluated at the film temperature, T I = 
(T~ + T~)I2.  

It is anticipated that the relation between the nondimensional 
variables can be expressed in a simple product, power-law form: 

Ho = CHirI~'rI7 (3) 

where the coefficient C and the exponents m and n will be 
estimated from the data. The anticipated linear relation between 
rI0 and H1 reflects the conjecture that q" is directly proportional 
to AT,,d. 

Ideally, each of the five data sets would allow direct assess- 
ments of rIo, rIl, FI2, and FI3, but unfortunately this is not the 
case: The external, boundary layer heat transfer data do not 
include measured values of AT, a, and the internal, electronics 
cooling data do not include measured values of u',,~. As a result 
of this deficiency, the model parameters of Eq. (3) will be 
estimated by isolating the external flow data to determine m, 
isolating the internal flow data to determine n (and to confirm 
that the exponent on I]~ is 1 ), and making reasonable assump- 
tions about A T ,  d for the external flow data and about u~,,~ for 
the internal flow data to determine C. 

Analysis  of the External Flow Data 

For the data of Maciejewski and Moffat ( 1992a, b) and Hol- 
lingsworth and Moffat (1989), the relation between the surface 
to adiabatic wall temperature difference, AT,,d, and the surface 
to free-stream fluid temperature difference, ATe, can be ex- 
pressed as follows: 

0 ~ ( T ,  - T.d)/(T. .  - T~) -~ AT.dlAT~ 

rii can then be expressed by 

Hi = Ui~O 

where I-I~,~ is based on ATe.  The general correlation of Eq. (3) 
is then 

m n M m n 
I-I0 = c c r I l I ] 2  1-[3 = C ( I - I i ~ O ) I - ] 2  I - I3  (4) 

For the external flow data, the values of lqllm and H3 are highly 
correlated, which precludes any meaningful estimation of the 
dependence of ri0 on H3. However, Fl0 can be adequately mod- 
eled for the external flow data by a correlation of the following 
form: 

no = An~kn~  ~ (5) 

The relation between the two correlations given in Eqs. (4) and 
(5) results in: 

[ A l (-~'~ r - [ ( a l - l ) l - l ( a 2 - m ) l - [  - n  
\ ~ / ~ _ . . #  x Jt I, ~ x i  2 x l  3 (6) 

This relation for O may be interpreted as the form of the empiri- 
cal relation between AT~ and ATad for the external flow data. 
Since u[,,,,x has been directly measured for the external flows, 
the model parameter a2 in Eq. (5) will be taken as an estimate 
of m, the exponent on FI2 in Eq. (3). 

The parameters A, al ,  and a2 of Eq. (5) can be estimated 
directly from the data of Maciejewski and Moffat (1992a, b) 
and Hollingsworth and Moffat (1989). A regression of these 
external flow data yields: 

= l t/-41-I 0.728 F[ 5/6 ri0 3.78 × ,, ,=l  . . . .  2 (7) 

The model parameter a2 is estimated at 0.828 _+ 0.080 at 95 
percent confidence, permitting the conjecture that the value of m 
is 5/6. Figure 3 displays the agreement between this correlation, 
represented by the solid line, and the data. The pair of dashed 
lines in Fig. 3, located 13.7 percent above and below the correla- 
tion line, represents a 95 percent confidence interval for values 
of I]o predicted with this correlation. The limits of measurement 
uncertainty displayed for each datum in Fig. 3 represent 95 
percent confidence intervals. 
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Analysis of the Internal Flow Data 
For the data of Anderson and Moffat (1992a, b),  Anderson 

and Moffat (1990), and Garimella and Schlitz (1992), the 
maximum level of the turbulent fluctuations in the fully devel- 
oped region can be estimated in terms of the channel pressure 
drop by means of the method presented by Anderson and Moffat 
(1992b): 

U~ax,Ap = (3/2)  1/2 [ U A P ( H  - Ly) /pL~]  ]/3 ( 8 )  

This result estimates the maximum possible level of u '  within 
the channel, not the actual level of u.',.x. The relation between 
u'.x,zxp and the actual value of u[..x can be expressed as follows: 

U '  ~ U'm.xlU~,,.~.~p 

H2 can then be expressed by 

H2 = H2,ApU' 
where H2.ae is based on u,~.x AP. The general correlation of Eq. 
(3) is then 

H0 = CHiIFI~'III~ = C[-Ii(IFI2,AeU')"H~ (9) 

H0 can be adequately modeled for the internal flow data by a 
correlation of the following form: 

NO bl b2 b3 = BIIi  I-I2,ApH3 (10) 

The relation between the two correlations given in Eqs. (9) and 
(10) results in: 

U '  = { ( B / C ) r l ? l - l ) I ] ( 3 b 3 - " ) } l n n n ( b Z / m - l )  (11) I x2,Ap 

This relation for U'  may be interpreted as the form of the 
empirical relation between u,'n,x.ae and U'm,x for the internal flow 
data. Since A T ,  d has been directly measured for the internal 
flows, the model parameter bl  in Eq. (10) is expected to have 
a value of 1. Since 1-13 is highly correlated with Hi= for the 
external flow data, but not highly correlated with either 1FIj or 
I-I2.Av for the internal flow data, the model parameter b3 in Eq. 
(10) will be taken as an estimate of n, the exponent on Ha in 
Eq. (3).  

The parameters B, bl ,  b2, and b3 can be 'estimated directly 
from the data of Anderson and Moffat (1992a, b, 1990) and 
Garimella and Schlitz (1992). A regression of these internal 
flow data yields: 

IFI --31"-1"11"-1"0.7481"-I -2/5 (12) He = 3.38 X . . . .  l i l 2 ,AP l l3  

The model parameter bl  is estimated at 1.000 _+ 0.032 at 95 
percent confidence, confirming the hypothesis that 1Ho is linear 
in 1FI~. The model parameter b3 is estimated at -0.417 _+ 0.096 

at 95 percent confidence, permitting the conjecture that the value 
of n is - 2 / 5 .  Figure 4 displays the agreement between this 
correlation, represented by the solid line, and the data. The pair 
of dashed lines in Fig. 4, located 10.6 percent above and below 
the correlation line, represents a 95 percent confidence interval 
for values of H0 predicted with this correlation. The limits of 
measurement uncertainty displayed for each datum in Fig. 4 
represent 95 percent confidence intervals. 

Estimation of the Model Coefficient 

At this point in the analysis, the general correlation for turbu- 
lent heat transfer that is sought has the following form: 

I-Io = CI-Ill-I~/6II~ -2/5 (13) 

The coefficient C, which remains to be determined, is directly 
related to the factor (9, which relates AT= to AT, d for the 
external flow data, and to the factor U', which relates U,~ax,AP 
to u~,a, for the internal flow data. Indeed, specification of the 
model coefficient C will suffice to determine both the relation 
® = ®(C, n, A, a l ;  1Hi,=, 1-13) of Eq. (6) and the relation U' 
= U ' ( C ,  m,  B,  b2; l-I2,~xp) of Eq. (11). The aim is to select a 
value for C that produces physically meaningful estimates of 
t9 for the external flow data and physically meaningful estimates 
of U'  for the internal flow data. This will be accomplished by 
choosing C in a manner that reconciles the empirically based 
relations for 19 and U' with (1) estimates of ® derived from 
the data of Ames and Moffat (1990) for boundary layer flow 
in the presence of free-stream turbulence, and (2) estimates of 
U'  derived from the data of Wirtz and Chen (1992) for turbu- 
lence in a channel flow with transverse ribs. 

Ames and Moffat (1990) measure the decay of wall tempera- 
ture on a fiat surface in air in the presence of high levels of 
free-stream turbulence (i.e., local free-stream turbulence levels 
between 7 and 17 percent of the local free-stream mean veloc- 
ity) following an initial length for which the surface is uni- 
formly heated. Their data suggest that the ratio of AT, a to AT~ 
for these circumstances falls between 0.33 and 0.40. Assuming 
that the data of Ames and Moffat (1990) provide a reasonable 
estimate for 19 for the data of Maciejewski and Moffat ( 1992a, 
b),  the model coefficient C can be estimated from the data of 
Maciejewski and Moffat (1992a, b) using Eq. (6) as follows: 

C = (A/O)H~i~- ' )YI£  " (14) 

where n = - 2 / 5 ,  A = 3.78 × 10-4, and a l  = 0.728. The value 
of I-I~-J)l-l~ n is nearly constant for their data. As the value of 
® is varied from 0.33 to 0.40, the value of C varies from 0.0102 
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Fig. 5 Determination of C from U' using the data of Wirtz and Chen 
(1992) 

A Genera l  C o r r e l a t i o n  for  T u r b u l e n t  H e a t  T r a n s f e r  
A complete general correlation for turbulent heat transfer can 

now be given as follows: 

I-I0 = 0.0092I][1[I~/6I-I~ 2/5 (18) 

Figure 6 displays the agreement between this final correlation, 
represented by the solid line, and all of the heat transfer data 
under consideration. The pair of dashed lines in Fig. 6, located 
12.0 percent above and below the correlation line, represents a 
95 percent confidence interval for values of FI0 predicted with 
this correlation. The limits of measurement uncertainty dis- 
played for each datum in Fig. 6 represent 95 percent confidence 
intervals. 

Given that q','v is linear in AT.d, and given a means to estimate 
both &Tad and u[..~, an alternative general correlation for turbu- 
lent heat transfer can be constructed. Dimensionally, the prob- 
lem is recast as follows: 

to 0.0084. If the value of 19 is taken to be 0.365, then the value where 
of C is estimated to be 0.0092. 

Wirtz and Chen (1992) measure the level of turbulence at 
various locations in a rectangular channel with a series of rectan- 
gular transverse ribs located along one wall. [The geometry of 
the experiments of Wirtz and Chen(1992) can be expressed in 
terms of the geometric variables introduced in Fig. 2 and Table 
1.] This study provides direct measurement of u',,~ and allows 
direct assessment of u,'n.x,ae and []2.ap for an internal flow geom- 
etry that is typical of electronics cooling applications. The 
model coefficient C can be estimated from the data of Wirtz 
and Chen (1992) using Eq. (11 ) as follows: 

C = BU'  - m T l ( b 2 - m )  ( 1 5  ) 1 x 2 , A p  

and where m = 5/6, B = 3.38 × 10 -3, and b2 = 0.748. Figure 5 
displays the relation between U' and I-Iz.ap for the data of Wirtz 
and Chen(1992) for each of their measurement stations and 
compares their data to the model in Eq. (1 l ) for values of C 
equal to 0.0085, 0.0095, and 0.0105. The limits of measurement 
uncertainty displayed for each datum in Fig. 5 represent 95 
percent confidence intervals. The data near the leading edge of 
each rib, measured at x /L ,  = 0. l, suggest a value for C near 
0.0088. The data near the trailing edge of each rib, measured 
at x/L~ = 0.9, suggesi a value of C near 0.0098. Given that the 
location of the local value of the surface heat flux on the rib, 
which corresponds to the mean value of the surface heat flux 
for the entire rib, is expected to be closer to x/Lx = 0.1 than to 
x/Lx = 0.9, a value of C near 0.0092 may produce a typical 
value of U'  along the surface of the rib. Two data points con- 
structed from the smooth-wall pipe flow data of Laufer (1954) 
have also been included in Fig. 5 and are in agreement with 
the data of Wirtz and Chen (1992). 

The estimate of C obtained from the data of Ames and Moffat 
(1990) and the estimate of C obtained independently from the 
data of Wirtz and Chert (1992) are consistent, C ~ 0.0092. 10.4 
Using C = 0.0092, H~,~ can be converted to H~ for the external 
flow data of Maciejewski and Moffat ( 1992a, b) and Hollings- 
worth and Moffat (1989) by means of the relation: 

.r. 
FI~ = 0.0411-I°:7281-12/5 (16) ~ 10-~ 

=- 
For the internal flow data of Anderson and Moffat ( 1992a, b, 
1990) and Garimella and Schlitz (1992), II2,av can be con- 
verted to Ha by means of the relation: 

10-6 
1 - i 2  0 .898  = 0.301Fl2.ae (17) 

10-5 
With the aid of Eqs. (16) and (17), I-Io, Fl~, 1-I2 and 1FI3 Can be 
constructed for each of the five data sets. 

h,,,, = f(u,;,~x, p, G,, k, U) (19) 

hod = q','vl ATad 

There are now only three nondimensional variables to be con- 
structed. One possible nondimensionalization is as follows: 

re0 = f(rrl,  rr2) (20) 

where 

710 ~ l-Io/(I]lII2) ~ h,dlpCpu'~,x 

711 ~- I-I2/IJ3 -~ pu[,,xL*llz 

7r2 -= I-I3 ~ ~G, / k  

L* -= (pC,) -l/3 

In this formulation, 7r0 may be interpreted as the nondimensional 
heat transfer coefficient (perhaps analogous to Stanton num- 
ber), 7rl as the reciprocal of the nondimensional fluid viscosity 
(perhaps analogous to Reynolds number), and 7ra as the recipro- 
cal of the ratio of the nondimensional fluid thermal conductivity 
and the nondimensional fluid viscosity (also recognized as 
Prandtl number). The variables p, Cp, and u',ax serve as the 
basis variables for the purpose of this nondimensionalization. 
L* serves as a reference length. 

Re-expressing the previously derived general correlation for 
turbulent heat transfer in terms of this alternative set of nondi- 
mensional variables results in the following correlation: 

i i r i i i i i  I i i ~ i ~ i i i ]  i i 

Maciejewski and Moffat (1992a, 1992b) 
Hollingswonh and Moffat (1989) 

® Anderson and Moffat (1992a, 1992b) 
• Anderson and Moffat (1990) 
O Garimella and Schlitz (1992)  . . ~ -  

f I I I I I I I I  l I I I I ~ 1 1 1  I I 

10 .4 10-3 

Fig. 6 General correlation (H0, H1, H=, Ha) 
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Fig. 7 Alternate formulation of general correlation (Tr0, ~+, or=) 

71-0 = 0 . 0 0 9 2 7 r T 1 1 6 7 r 2  -17/3° (21) 

Figure 7 displays the agreement between this alternative form 
of the general correlation for turbulent heat transfer, represented 
by the solid line, and all the heat transfer data presently under 
consideration. The pair of dashed lines in Fig. 7, located 12.0 
percent above and below the correlation line, represents a 95 
percent confidence interval for values of 7r0 predicted with this 
correlation. The limits of measurement uncertainty displayed for 
each datum in Fig. 7 represent 95 percent confidence intervals. 

Discussion 
This paper demonstrates that heat transfer data taken from a 

set of diverse experiments in turbulent flows can be accurately 
represented by a single, simple correlation. Information from 
the velocity field is carried into the correlation by means of a 
single measure of the local turbulence field, U~,x, information 
from the upstream temperature boundary condition is carried 
into the correlation by means of AT, g, and information per- 
taining to the properties of the fluid is carried into the correlation 
by means of p, Cp, k, and #. This set of variables is sufficient 
to determine q~ for the set of experiments considered. 

Noticeably absent from the correlation is any variable directly 
representing the geometry of the flow field. Indeed, the absence 
of geometry-specific variables makes a general correlation for 
turbulent heat transfer possible. It may reasonably be asserted 
that the geometry of the flow contributes to the determination 
of u/,,~x and ATad. 

Although this paper presents a method for estimating AT, a 
for the studies considered that investigate boundary layers and 
a method for estimating u;~,,~ for the studies considered that 
investigate channels with roughness elements, it by no means 
resolves the ambiguities in defining and determining AT,,~ for 
continuous surfaces and in defining and determining u[~.× for 
finite and perhaps complex regions of a flow field near heated 
elements. The path to a general correlation for turbulent heat 
transfer would have been more direct if existing studies in turbu- 
lent heat transfer had provided unambiguous, measured determi- 
nations of both u[,~x and AT,,~. There remains a need for mea- 
surement techniques and/or methods of assessment for each of 
these quantities. 

The present analysis adopts the proposition that the local 
value of the surface heat flux is determined by some measure 
of the maximum local value of the turbulent velocity fluctua- 
tions and employs a measure associated with the streamwise 
component of the turbulent fluctuations, u(,,a~. Antonia et al. 
(1988) establish the presence of a strong correlation between 
streamwise velocity fluctuations and fluid temperature fluctua- 
tions in the near-wall region of a turbulent boundary layer, a 
connection that may ultimately justify the use of U~,x for pre- 

dicting local surface heat flux. At the same time, it is plausible 
/ that Um,x serves as a surrogate for a more appropriate measure 

of the maximum local value of the turbulent velocity fluctua- 
tions, perhaps one defined in terms of the component of the 
turbulent fluctuations normal to the surface or in terms of the 
turbulence kinetic energy. It is also plausible that the structure of 
near-wall turbulence makes the choice among these alternative 
measures a matter of indifference and convenience. 

The particular and perhaps peculiar set of nondimensional 
variables adopted by the present analysis rests on the presump- 
tion that units of energy and units of temperature are dimension- 
ally equivalent, contrary to the position typically adopted by 
heat transfer texts. Discussions on this point originate in an 
exchange between Rayleigh (1915a, b) and Riabouchinsky 
(1915) in which Riabouchinsky challenges Rayleigh's assump- 
tion that temperature is a primary dimension and asserts that 
the dimension of temperature can be expressed in terms of the 
dimensions of mass, length, and time. Conceding the point to 
Riabouchinsky, texts devoted to dimensional analysis either re- 
quire (Sedov, 1959) or accept (Bridgman, 1931) the dimen- 
sional equivalence of energy and temperature. In the absence of 
the presumption that energy and temperature are dimensionally 
equivalent, an evaluation of the present data forces one to adopt 
at least one of the following positions: (1) q~ is not linear in 
A T ,  d, (2) q~ is linear in U(n,,x (i.e., 7to depends only on 7r2), or 
(3) some variable or variables, most likely some geometric 
variable or variables, are missing from the general characteriza- 
tion of the problem. Alternative ( 1 ) is theoretically unsatisfying, 
alternative (2) is empirically inadequate, and alternative (3) 
undermines the entire project of seeking a general correlation 
for turbulent heat transfer. Adopting the perspective that energy 
and temperature are dimensionally equivalent, contrary to texts 
in heat transfer but consistent with texts in dimensional analysis, 
allows one to reject each of these positions and construct a 
theoretically satisfying, empirically adequate, geometry-inde- 
pendent correlation for the present data. 

The correlation's claim to generality rests on the diversity of 
the experiments considered and the simplicity of the result. 
Figure 8 documents the domain of the data considered in the 
present study, mapped in terms of 7rt and 7r2. The limits of 
measurement uncertainty displayed for each datum in Fig. 8 
represent 95 percent confidence intervals. This domain covers 
two orders of magnitude in 7rl and one and one-half orders of 
magnitude in 7r2. While caution advises that the correlation 
should be restricted to this domain, the limits of its usefulness 
remain to be determined. 

Conclusion 
Heat transfer data from the diverse set of experiments in 

turbulent flows given by Maciejewski and Moffat 1992a, b),  
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Fig. 8 Domain map, ~r2 versus ~1 
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Hollingsworth and Moffat (1989),  Anderson and Moffat 
(1992a, b, 1990), and Garimella and Schlitz (1992) can be 
accurately represented by a single correlation expressed in terms 
of qw," u' AT, d, p, Cp, k, and ~. The success of the resulting 
correlation may be attributed, at least in part, to the adoption 
of the position that temperature and energy are dimensionally 
equivalent. 
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The Effect of Placing Vortex 
Generators Above Ribs in Ribbed 
Ducts on the Flow, Flow 
Temperature, and Heat Transfer 
Behavior 
Flow temperature and laser-Doppler velocity measurements are presented to under- 
stand better the flow and heat transfer behavior resulting from the placement of 
Vortex generators above the first and fifth ribs in a ribbed duct airflow (Re = 3450) 
and as a benchmark for comparing model predictions. Because the generator-rib 
spacing, at the smallest spacing (s/h = 0.25), was too small for the flow to pass 
through it, the generator-rib pair functioned as a single element with an increased 
effective height, comprising the rib height, the generator-rib space, and the generator 
proper, which resulted in a downstream shift in the flow reattachment and peak 
Nussett number locations. At s/h = O. 75, the flow expanded as it passed through the 
generator-rib space. Dictated by the upstream flow conditions, the expansion resulted 
in a vertical downward flow behind the first generator-rib configuration and no 
vertical downward flow behind the fifth. The vertical downward flow compensated 
for generator-induced reductions in the near-wall streamwise velocities behind the 
first generator-rib configuration, resulting in increased local Nusselt numbers, 
whereas the generator-induced reductions in the streamwise velocities in the absence 
of the vertical downward flow gave way to reduced Nusselt numbers behind the fifth 
generator-rib configuration. 

Introduction 
Recently considerable attention has been focused on increas- 

ing the heat transfer in ribbed ducts. Hung and Lin (1992) 
positioned a two-dimensional turbulence promoter on the verti- 
cal wall opposite a heated wail containing an array of two- 
dimensional rectangular rib elements and found that it improved 
the heat transfer characteristics in the duct and reduced the 
occurrence of hot spots. Myrum et al. ( 1991, 1992) examined 
the effect of placing a vortex generator (circular rod) above or 
just downstream of a two-dimensional rib and found that at 
transitional duct Reynolds numbers (3300), the generator re- 
sulted in average Nusselt number increases of up to 30 percent. 
Myrum et al. (1993) later placed vortex generators (circular 
rods) immediately above or just downstream of several rib ele- 
ments in a fully ribbed duct. They found that for generator 
diameters equal to the rib element height and rib pitches of 38.4 
and 19.2 rib heights, the entropy generation per unit duct length 
(a thermodynamically based measure of the heat transfer aug- 
mentation, including the heat transfer and pressure drop) could 
be reduced (implying heat transfer enhancement) by as much 
as 27 and 9 percent, respectively. Eibeck and Garimella (1991) 
examined the effect of protruding vortex generators (half-delta 
wings placed at a 20-deg angle of attack to the flow) on the 
heat transfer from an array of discrete heated elements. A peak 
enhancement of 40 percent occurred in the second row of ele- 
ments. 

Measurements of the turbulent heat transport in a boundary 
layer with a protruding vortex generator by Wroblewski and 
Eibeck (1991) demonstrated that the vortex interaction with the 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 1994; 
revision received February 1996. Keywords: Augmentation and Enhancement, 
Forced Convection, Turbulence. Associate Technical Editor: T. W. Simon. 

turbulent boundary layer enhanced the heat transfer to a greater 
extent than the momentum transport. Thomas (1965, 1966) and 
Karniadakis et al. (1988) showed that for laminar flow, circular 
wires placed above a smooth horizontal surface resulted in a 
premature transition to turbulence, causing increased heat and 
mass transfer rates. 

The main objectives of the present investigation are: ( 1 ) to 
obtain flow temperature results and laser-Doppler flow results 
(streamwise and cross-stream velocities, streamwise turbulence 
intensities, and turbulent shear stresses) in order to explain the 
flow and heat transfer behavior resulting from the placement of 
vortex generators (cylindrical rods) immediately above the ribs 
(see Fig. 1 ) and (2) to provide temperature data and flow data 
for a complex flow for the purpose of developing and validating 
a computational model. 

For purposes of this study, vortex generators were placed at 
0.25 (s/h = 0.25) and 0.75 (s/h = 0.75) rib heights above the 
first and fifth ribs in a ribbed duct (see Fig. 1 ). The generator 
diameter was one half the rib height; the rib pitch was 19.2 rib 
heights; and the duct Reynolds number was 3450. This Reyn- 
olds number is at the lower end of the spectrum for gas turbine 
blade cooling channels, as evidenced from the parameters re- 
ported in several papers pertinent to gas turbine blade cooling 
(Parsons et al., 1995, Re = 2500-25,000; Liou and Hwang, 
1992, Re = 5000-50,000). Such flows can also be encountered 
in internally ribbed heat exchanger passages (Mills, 1995; 
Chang and Mills, 1993, Re = 5200-41,800). Regarding the 
rib pitch studied in this paper, it is at the upper end of the range 
routinely encountered in the cooling passages of gas turbine 
blades and in heat exchangers. Mills (1995), for heat exchanger 
applications, gives a common p/h between 6.3 and 20, putting 
the p/h = 19.2 of this study at the upper end of the range. 
Moreover, Sparrow and Tao (1983) found that p/h  values as 
large as 36.6 resulted in enhancements of up to 60 percent. 
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Fig. 1 Experimental setup 

Indeed, these authors found that thep/h = 19.2 ribbing resulted 
in a 73 percent increase in the average Nusselt number above 
the smooth duct result, which is quite effective. There are also 
several papers pertaining to blade cooling that report results 
with plh = 20 (see Zhang et al. 1994, p/h = 8 -30 ;  Han et al., 
1988, p/h = 10-20;  Liou et al., 1993, plh = 7 - 2 0 ;  Liou and 
Hwang, 1992, plh = 10-20 ) .  

The heat transfer experiments were conducted in an insulated, 
asymmetrically heated, 99.8-cm-long, 30.5-cm-wide, 6.10-cm- 
high test section located after a 40-hydraulic-diameter-long 
flow-development section. A constant heat flux was simulated 
along the bottom wall of the test section by dissipating direct 
current in a 0.025-mm-thick stainless steel shim. Chromel-con- 
stantan thermocouples (0.076 mm diameter),  spot welded to 
the underside of the shim along the centerline, were used to 
measure the local shim temperatures. Thermocouples positioned 

at off-centerline locations confirmed that the spanwise tempera- 
ture variation was within ± 0.1°C, which is the uncertainty 
of the temperature measurements. The maximum effect of the 
heating current on the measured thermocouple voltage was also 
less than 0.1°C. To minimize buoyancy effects, the power sup- 
plied to the shim was set to give Gr~/(ReH) 2 < 0.10, where 
Gr/~ and Rex are the duct height based Grashof and Reynolds 
numbers, respectively, and GrH is based on the maximum shim- 
to-inlet temperature difference. 

Local Nusselt number results for the heated wall of  the test 
section were determined from the local convective heat flux 
q"(x) and involved subtracting local conduction and radiation 
heat losses from the local electric heat flux generation (mea- 
sured to within 2.0 percent),  which was determined from mea- 
surements of  the current (measured to within 0.1 percent) sup- 
plied to the shim and the temperature-dependent electrical re- 
sistivity of the shim (measured to within 1.8 percent). A finite- 
difference procedure was used to compute the conduction heat 
losses to within 8 percent. Temperatures measured to within 
_+ 0.12°C along the inner surfaces of  the side walls and the top 
wall were used as boundary conditions in the heat conduction 
code and were the dominant sources of  uncertainty in the con- 
duction loss. Local radiation losses were estimated to within 15 
percent (Kline and McClintock, 1953) using e = 0.20 ± 0.03 
for the shim and e = 0.9 ± 0.1 for the plexiglass top wall 
and side walls. The emissivity uncertainties were the dominant 
sources of uncertainty in the computed radiation loss. The con- 
duction and radiation losses were each 18 percent of the local 
electric heat flux generation. 

Flow temperature measurements were obtained to within ± 
0.4°C, ± 10 percent of the minimum shim-to-bulk temperature 
difference, by traversing a 0.076-mm-chromel-constantan ther- 
mocouple across the flow cross section. Measurements were 
obtained at 1.1, 7.5, 12.3, 14.7, and 17.1 rib heights downstream 
of the ribs or generator-r ib pairs of interest. 

Figure 1 depicts the setup used for the laser-Doppler flow 
measurements. This duct duplicates that for heat transfer mea- 
surements, with no heating. Air was drawn into the development 
duct through a 5.25:1 contraction section containing a honey- 
comb baffle and four screens. All of  the flow measurements 
were performed using a conventional two-color DANTEC fiber- 
optic LDV system operating in the back-scatter mode. Each 
measurement consisted of  2000 samples recorded at a sampling 
rate ranging from 25 samples/s in the  near-wall recirculating 
region to 1500 samples/s at the edge of the shear layer. It was 

N o m e n c l a t u r e  

h ~ 

k =  
k(x) = 

N u  = 

A = cross-sectional area = (186 ± 2 Q = 
e r a 2 )  2 

c, = constant pressure specific heat of q"c(x) = 
air 

d = diameter of  cylindrical vortex 
generator = (3.2 mm) 

Dh = hydraulic diameter = (10.2 ± 0.1 Re = 
e r a )  2 

rib height = (6.4 mm) s = 
air thermal conductivity at Tin T = 
air thermal conductivity at (Tw(x) 
+ Th(x))/2 Tb(x) = 

r~ = mass flow rate (uncertainty ± 2.0 
percent) 2 
local Nusselt number = 
q" c (x )DJ(  ( Tw(x) - 
Tb(x)))k(x)) (uncertainty + 3.5 
percent) 2 

z Uncertainties are discussed by Myrum et al. (1993). 

electrical power supplied to the 
heated shim 
convective heat flux corrected 
for radiation and conduction 
losses (uncertainty ± 4.6 per- 
cent) 2 
Reynolds number = (UoDh/v) 
(uncertainty ± 2.4 percent) 2 
generator-r ib spacing 
flow temperature (measured to 
within ± O. 10°C) 
local bulk temperature = 

((w/mcp) f~o q"c(x)dx + Ti,,) 
(uncertainty _+ 0.16°C) / 

Ti, = inlet bulk temperature (mea- 
sured to ± 0.12°C) 2 

Tw(x) = local bottom wall temperature 
(measured to ± 0.12°C) 2 

u, u '  = mean and fluctuating stream- 
wise velocities 

U0 = average duct velocity = (rh/pA) 
(uncertainty _+ 2.2 percent) z 

v = mean cross-stream velocity 
x = streamwise (axial coordinate) 

x '  = interrib coordinate (measured 
from the downstream face of the 
first rib in each interrib space) 

y = cross-stream coordinate (mea- 
sured from the bottom wall) 
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6 
found that varying the sample size from 2000 to 10,000 yielded 
less than a 1 percent change in the mean and rms values. As 
recommended by Driver and Seegmiller ( 1982, 1985 ), the mean 
velocities and Reynolds stresses were obtained by ensemble 
averaging without bias correction. Uncertainties were calculated 
to a 95 percent confidence level (Kline and McClintock, 1953; 
Rood and Telionis, 1991); they were _+3.5 percent and _+3 
percent for the mean u and v velocities and _+ 5 percent for the 
streamwise turbulence intensity, and _+ 8 percent for the turbu- 
lent shear stress. 

Before presenting the results, it is worthwhile discussing the 
velocity profile (not presented) at the inlet to the test section. 
The inlet flow was a developing, transitional ilow. Moreover, 
the streamwise turbulence intensity at this point ranged from 
zero at the wall to about 7 percent away from the wall. The 
cross-stream velocities and turbulence intensities were effec- 
tively negligible. It was also found that the leading rib was 
completely immersed in the boundary layer. 

H e a t  Trans fer  Resul ts  
Figure 2 is taken from Myrum et al. (1993). The black 

squares on the abscissa represent rib elements, while the open 
symbols immediately above the first and fifth ribs depict the 
vortex generators. The arrowheads on the abscissa in the first, 
second, and fifth interrib spaces have been included for refer- 
ence purposes, and correspond to the x ' / h  = 7.5, 12.3, 14.7, and 
17.1 and represent the flow and flow temperature measurement 
locations. Each data point in the figure corresponds to a thermo- 
couple location on the shim. 

Figure 3 shows that in the first interrib space, the wall temper- 
atures--represented by the first symbol on the right for each 
data set--are higher for s / h  = 0.25 than for the baseline and 
s / h  = 0.75 up to 14.7 rib heights, where they are the same. Since 
for a uniform wall heat flux, the higher the wall temperature, the 
lower the corresponding local Nusselt number; this echoes the 
Nu behavior at the flow temperature measurement locations 
represented by arrowheads in Fig. 2. Moreover, it is seen that 
the flow temperatures and the thermal shear layer thickness for 
s / h  = 0.25 exceed those for the baseline and s / h  = 0.75 cases 
up to 17.1 rib heights, where the flow temperatures for all three 
cases coincide. This suggests weaker flow and poorer mixing 
between the core and near-wall flows in the first interrib space 
up to x ' / h  -< 17.1 for the s / h  = 0.25 case. The corresponding 
lower Nu values for s / h  = 0.25 in Fig. 2, corresponding to the 
first four arrowheads, are consistent with this observation. 

A comparison between the wall temperatures for s / h  = 0.75 
to those of the baseline demonstrates that the main difference 
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between the s / h  = 0.75 and baseline profiles is confined to the 
extreme near-wall region, where the wall temperature for s / h  

= 0.75 is less than that for the baseline up to x ' / h  = 12.3. This 
translates to the higher Nusselt numbers for s / h  = 0.75 relative 
to the baseline in Fig. 2. 

Downstream, in the fifth interrib space, all three flow temper- 
ature profiles are nearly the same away from the wall, except 
at x ' / h  = 1.1 where the flow temperatures for the s / h  = 0.25 
case are somewhat higher. 

F l o w  Resul t s  
The objective of the ensuing discussion of the flow results 

will be to get a better idea of how the generators, positioned at 
the two spacings of interest, above the first and fifth ribs impact 
the basic flow structure in a ribbed duct. Wherever possible, 
the flow results will be linked to the local Nusselt number 
behavior of Fig. 2 and the flow temperature behavior of Fig. 3. 

Mean Streamwise Velocities. Figure 4(a)  presents the 
mean streamwise velocities in the first interrib space. The near- 
zero velocities up to y / h  = 1.75 for the s / h  = 0.25 flow at x ' /  

h = 1.1 and 3.1 demonstrate that the generator-rib spacing 
(1.0 < y / h  < 1.25) is too small for the flow to pass through. 
This confirms the speculations made by Myrum et al. (1991, 
1992, 1993) that at this spacing, the generator-rib pair func- 
tions as a single element with an effective height (rib height 
plus the rib-generator space thickness plus the generator diame- 
ter) that is 1.75 times that of the rib itself. Since increasing the 
effective height retards the downstream evolution of the flow, 
resulting in the downstream migration of the reattachment point, 
this explains the downstream shift in the Nu distribution behind 
the first rib relative to the baseline distribution. Also noteworthy 
is the fact that the near-wall velocities move from a negative 
orientation at 1213 rib heights to a positive one at 14.7 rib 
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heights, suggesting flow reattachment in this region. On the 
other hand, the near-wall velocities go from negative to positive 
for the baseline between 7.5 and 12.3 rib heights, confirming 
the downstream migration of the reattachment point with the 
vortex generator at s/h = 0.25. 

The effect of moving the generator up to s/h = 0.75 is most 
notable immediately behind the first rib at x ' / h  = 1.1. Figure 
4 ( a )  shows that the velocity parallels the baseline up to the 
upper extreme of the generator-r ib space (y/h = 1.75). B e y o n d  
this point, because of  the presence of the generator, the velocity 
decays to nearly zero behind the generator ( 1.75 .~ y/h ~ 2.25) 
and exhibits a wakelike profile. Further increases in y/h above 
the generator show that the velocity increases to a uniform value 
that is roughly equal to that of the other two flows. It is seen, 
in contrast to the baseline and s/h = 0.25 flows, that negative 
time-averaged streamwise velocities behind the first rib are con- 
fined to a much smaller region very close to the lower wall. 

Turning to the second interrib space, Fig. 4 (b )  shows that 
the s/h = 0.25 and 0.75 profiles are virtually similar to each 
other, with both exhibiting a velocity deficit, relative to the 
baseline, at x ' /h  = 1.1 and y/h at and above one rib height. 
This deficit persists up to at least 7.5 rib heights downstream. 
However, compared to the flows in the first interrib space, the 
mean streamwise velocity profiles for the vortex-generator cases 
appeared to have recovered and are quite similar to each other 
in the second space. It should be noticed that the baseline flow 
reattaches upstream of that in the first interrib space. This can 
be seen by noting a slightly negative near-wall velocity at x ' /  
h = 7.5 in the first interrib space, while no such behavior is 
observed at x ' / h  = 7.5, or downstream, in the second space. 
Indeed, Fig. 2 shows that the peak Nu location in the second 

space has migrated upstream relative to that in the first space. 
Moreover, for s/h = 0.25, the only location where a negative 
velocity is witnessed is at x ' /h  = 1.1, compared to x ' lh  = 12.3 
for the first interrib space, confirming the upstream migration 
of  the Nu peak in the second interrib space relative to the first 
for this flow. 

Figure 4 (c)  exhibits velocity trends at x ' / h  = 1.1 in the fifth 
interrib space that are quite similar to their counterparts in the 
first interrib space, which is not too surprising since the respec- 
tive geometric conditions above the leading rib of  the space are 
duplicated for the respective cases (i.e., no generator, a genera- 
tor at s/h = 0.25, and a generator at s/h = 0.75). As the s/h 
= 0.25 and 0.75 flows evolve with increasing x ' /h ,  it is ob- 
served that this evolution is much more rapid than in the first 
interrib space, and the two profiles are quite similar by x/h = 
3.1. Note that flow reattachment for both s/h cases appears to 
be between 7.5 and 12.3 rib heights in the fifth interrib space 
while this flow reattaches between 12.3 and 14.7 rib heights in 
the first interrib space. It is also interesting to note that the 
baseline profiles have essentially the same shape as those in the 
second interrib space, suggesting only minor periodic hydrody- 
namic flow development between the two locations. 

Mean  Cross -S t ream Velocities. Mean cross-stream veloc- 
ity trends in the first interrib space are portrayed in Fig. 5 (a ) .  
For the baseline flow, the near-wall v-velocities change from a 
positive to a negative value somewhere between x ' /h  = 7.5 
and 12.3, indicative of flow reattachment in this region. Mean- 
while, for the s/h = 0.25 flow, the persistence of positive veloci- 
ties at the wall at x ' /h  = 12.3 indicates flow reattachment 
between x ' /h  = 12.3 and 14.7. At 17.1 rib heights, the baseline 
flow is directed upward, as indicated by the positive velocities 
near the wall, and is in preparation for the flow moving over 
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the second rib. On the other hand, the negative velocities close 
to the wall a tx ' /h  = 17.1 for s/h = 0.25 indicate that the flow 
is still moving downward this close to the second rib. This is 
due to the downstream shift of  the flow caused by the larger 
effective height. At x ' /h  = 1.1 both the baseline and s/h = 
0.25 velocities are uniform and near zero. 

It is seen that for s/h = 0.25, the v velocity remains close to 
z e r o - - f o r  y/h values up to t w o - - a l l  the way to x ' / h  = 7.5. 
Coupling this fact with the fact that the streamwise velocities 
(see Fig. 4 ( a ) )  are nearly zero for y/h up to 1.75 and x ' / h  = 
7.5 suggests a region of  nearly " d e a d "  air. Note that at x ' /h  
= 7.5, the baseline streamwise (Fig. 4 ( a ) )  and cross-stream 
velocities are considerably greater than the s/h velocities for y~ 
h < 2. This explains why at x ' / h  = 7.5, the flow temperatures 
in Fig. 3 ( a )  are considerably greater for the s/h = 0.25 flow 
than those of the baseline. 

Continuing with the first interrib results, it is seen that for s~ 
h = 0.75, the v velocity inc reases - - in  the negative s e n s e - - a t  
x ' /h  = 1.1 from y/h = 1.0, where it is zero, toward the wall. 
This observation, together with the fact that Fig. 4 ( a )  shows the 
corresponding streamwise velocity to be virtually zero, indicates 
that the flow is moving vertically downward here. It is seen for 
y/h < 1.0 that this is also true at x ' /h  = 3.1. Note that this is 
not the case for the baseline flow at x ' /h  = 1.1 nor the s/h = 
0.25 flow for x ' /h  = 1.1 and 3.1, where the respective flows 
(both u and v) are virtually stagnant. This explains why the 
wall temperature at x ' /h  = 1.1 in Fig. 3 ( a )  is smaller for the 
s/h = 0.75 flow than those for the baseline and s/h = 0.25 
flows, resulting in larger Nu values in this region (see Fig. 2) 
than those for the baseline or s/h = 0.25 flows. 

Returning to x ' /h  = 1.1, it is seen that the v velocity increases 
from zero with increasing y/h for the s/h = 0.75 flow until y~ 
h = 1.75, the upper extent of the generator-r ib space. Further 
increases in y/h,  in the region behind the generator, result in a 
decrease in v up to y/h = 2.25, the upper reach of the generator, 
where v is slightly negative. Above the generator, the velocity 
increases to a uniform, positive value. 

The foregoing observations of  the streamwise (Fig. 4 ( a ) )  
and cross-stream (Fig. 5 ( a ) )  velocity behavior of the s/h = 
0.75 flow at x ' /h  = 1.1 suggest the following scenario: After 
the flow passes through the generator-r ib space (an asymmetric 
flow passage), where the flow is undoubtedly in the streamwise 
direction, it expands in the cross-stream direction, giving rise 
to positive and negative v velocities. Since the presence of rib 
shelters the region behind the rib from the oncoming flow, it is 
speculated that the expanding flow moves vertically downward 
into the wall. This is ultimately responsible for the reduced wall 
temperatures and increased Nu values for s/h = 0.75 at x ' /h  
= 1 . 1 .  

Further examination of  the v velocities for y/h < 1.0 shows 
that the s/h = 0.75 flow velocity becomes uniform at a near- 
zero value at x ' / h  = 7.5. At 12.3 rib heights downstream, it 
becomes negative, with the negative values persisting down to 
the wall. Figure 2 shows that the peak Nu value occurs between 
x ' /h  = 7.5 and 12.3. 

Figure 5 (b)  shows that the v velocities for all three flow 
configurations are negative from y/h = 1.0 to y/h = 7.0 for 
x ' /h  = 1.1 in the second interrib space, with largest negative 
velocities belonging to the s/h = 0.25 flow. At x ' /h  = 3.1 the 
negative v velocities for s/h = 0.25 and 0.75 persist all the way 
down to the wall. Again, the negative velocities, including those 
near the wall are greater for the x ' /h  = 0.25 flow. This explains 
the upstream shift and increase in the peak Nu value for s/h = 
0.25 compared to that for s/h = 0.75 portrayed for the second 
interrib space in Fig. 2. (The increased negative v values for s~ 
h = 0.25 are believed to be a carryover from the large negative 
v values just upstream of the second rib atx ' /h  = 17.1 in the first 
interrib space.) Moreover, the fact that the near-wall negative 
velocities persist at 7.5 rib heights indicates that all three flows 
are reattached by this location, which is in agreement with the 

fact that Fig. 2 shows the peak Nu value occurring at or before 
7.5 rib heights in the second interrib space for all three cases. 

A comparison of  the v-velocity behavior in the first interrib 
space (Fig. 5 ( a ) )  to that in the second interrib space (Fig. 
5 (b))  will now be made to gain insights into the rather different 
Nu behavior in the respective interrib spaces for the respective 
baseline and s/h = 0.25 flows, as shown in Fig. 2. It is seen 
that near-wall negative velocities for the baseline and s/h = 
0.25 flows occur as early as x ' /h  = 7.5 in the second interrib 
space, but they do not appear until 12.3 rib heights in the first 
interrib space. In that these negative velocities suggest the vicin- 
ity of reattachment, this agrees with the fact that the baseline 
and s/h = 0.25 peak Nu locations are shifted upstream in the 
second interrib space relative to the first. 

The cross-stream velocities in the fifth interrib space are dis- 
played in Fig. 5 (c) .  It is seen that the baseline profiles exhibit 
nearly the same behavior as those in the second interrib space. 
Similar to the cross-stream velocity behavior in the first interrib 
space, the cross-stream velocity profiles for the s/h = 0.25 and 
0.75 flows are different from each other at each streamwise 
measuring location. On the other hand, unlike the velocity be- 
havior in the first interrib space, the near-wall velocities for the 
s/h = 0.75 flow at x ' /h  = 1.1 and 3.1 are nearly zero instead 
of negative. The fact that both the near-wall streamwise (Fig. 
4 ( c ) )  and cross-stream velocities are close to zero at x ' /h  = 
1.1 and 3.1 in the fifth interrib space suggests that the s/h = 
0.75 flow is rather weak here. Recall that in this region of the 
first interrib space, the flow moved vertically downward toward 
the wall. It was speculated that the vertically downward flow 
resulted from the expansion of the flow as it passed through the 
generator-r ib space. The same situation occurs at the fifth rib: 
the flow must expand as it passes through the space; however, 
the v-velocity directed toward the wall is rather weak. Since the 
only difference between the first and fifth ribs is the state of 
the oncoming flow, it is believed that this difference is responsi- 
ble for the departure of the v-velocity behavior behind the first 
and fifth ribs. Indeed, in the region spanning the generator-r ib  
space, the streamwise velocity ranges from 0.75 to 1.25 Uo 
upstream of the first rib, whereas it ranges from about 0.5 to 
0.75 Uo upstream of the fifth rib. 

Above y/h = 1.0, at x ' /h  = 1.1 and 3.1, the v-velocity 
behavior for s/h = 0:75 is quite similar to that in the first 
interrib space. Moreover, for x ' /h  > 3.1, the s/h = 0.75 profiles 
are similar to those in the first interrib space. 

For the s/h = 0.25 flow, the most dramatic departure from 
the first interrib space behavior occurs at x ' / h  = 17.1, where 
the rather large near-wall negative velocities of  the first space 
are replaced by positive values. 

The streamwise and cross-stream velocity behavior discussed 
in the foregoing can be linked to the Nu behavior for the baseline 
and s/h = 0.75 flows, in the first and fifth intelrrib spaces as 
follows: As seen in Figs. 4(a, b) ,  the presence of the generator 
leads to a reduction in the streamwise velocities near the wall 
in both the first and fifth interrib spaces at x ' / h  = 7.5 and 12.3. 
Consequently, a Nu reduction is expected. However,  in the first 
interrib spaces the reduced streamwise velocity appears to be 
more than compensated for by the negative velocities near the 
wall at x ' / h  = 1.1 and 3.1, as shown in Fig. 5 ( a ) ,  causing 
both an upstream shift and an increase in the peak Nu value. 
As just pointed out, there are no such negative velocities in 
the fifth interrib space, apparently resulting in the Nu decrease 
observed in Fig. 2. 

Tu rbu len t  Stresses. Streamwise turbulence intensity re- 
suits are presented in Figs. 6 ( a - c ) .  Figure 6 ( a )  shows that the 
near-wall intensities at x ' / h  = 1.1 and 3.1 for the s/h = 0.75 
flow are considerably greater than for the other two flows. The 
increased turbulence levels are due to the vertical downward 
flow in this region for this flow. In the fifth interrib space, at 
x ' /h  = 1.1 and 3.1, the elevated near-wall turbulence levels for 
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s/h = 0.75 do not exist, owing to the absence of  the vertical 
downward flow behind the fifth rib. Another noteworthy feature, 
displayed in Fig. 6 (b) ,  is that the near-wall turbulence levels 
for the s/h = 0.25 flow at x ' / h  = 3.1 behind the second rib 
are larger than those for s/h = 0.75. This is most likely caused 
by the large v velocity observed here for the s/h = 0.25 flow. 
The increased mixing associated with elevated turbulence lev- 
els, which result from the relatively large negative v velocities, 
indeed contribute to the increased Nu values behind the first 
and second ribs for the s/h = 0.75 and 0.25 flows, respectively. 

The correlation between the mean flow field and the observed 
Nusselt number behavior has already been described. In examin- 
ing the relationship between Nu and the streamwise turbulence 
intensity, the interdependance of the measured hydrodynamic 
parameters should be kept in mind. In the first interrib space, 
the s/h = 0.75 streamwise turbulence levels are highest at x ' /  
h = 1.1 and 3.1, and the Nu values reflect this trend. At x ' / h  
= 143 and 17.1 the largest Nu values are for s/h = 0.25 and, 
as explained earlier, are due to the delayed reattachment for 
this case. In the second interrib space, the streamwise turbulence 
levels for s /h  = 0.25 are marginally higher, and the same behav- 
ior is noted in the Nu profiles. In the fifth interrib module, for 
x ' / h  ~- 3.1, the streamwise turbulence levels for s/h = 0.75 
are clearly the smallest, and so are the Nu values. 

Figures 7 ( a - c )  present the turbulent shear stress results. In 
view of the fact that the generator-r ib element for the s/h = 
0.25 case functions as a single rib with an increased effective 
height, Fig. 7 ( a )  shows the retarded streamwise development 
of the turbulent shear stress for this case relative to that of the 
baseline case in the first interrib space. On the other hand, the 
turbulent shear stress distribution for s/h = 0.75 remains quite 
uniform at a near-zero value over a rather large portion of 

the interrib space, with the notable exception being behind the 
generator at x ' / h  = 1.1 and 3.1. It is noteworthy that for s /h  
= 0.25, where the rib generator acts as an effectively larger rib, 
the shear stress profile does eventually recover to that of the 
baseline rib-only profile. For s /h  = 0.75, where the generator 
wake is significant, this recovery does not recurr. 

In Fig. 7(b) ,  the turbulent shear stress profiles for all three flows 
depict a rather normal flow development in the second interrib space 
that is accelerated relative to that in the first. It is clear from this 
figure that for the s/h = 0.75 flow the generator wake effect, so 
dominant in the first interrib space, quickly disappears, and by x ' /  
h = 12.3, all three profiles are similar. Between x ' / h  of 1.1 and 
7.5, the s/h = 0.25 shear stress values are larger and appear to 
correlate with the corresponding Nu values in Fig. 2. 

Figure 7 (c )  shows that the turbulent shear profiles for the 
baseline case in the fifth interrib space are nearly the same as 
those in the second. For the s/h = 0.25 case, it is seen that the 
turbulent shear stress profiles behind the respective generator-  
rib pairs in the fifth interrib space are quite different from those 
in the first interrib space. It is seen that the s/h = 0.25 profiles 
are no longer uniform as in the first interrib space: Noteworthy 
are the high turbulent stress levels at x ' / h  = 1.1 to 7.5 that are 
nearly zero in the first interrib space. While the s /h  = 0.75 case 
qualitatively shows the same behavior as in the first interrib 
space, the levels are higher, and the profile rapidly recovers to 
the rib-only profile. 

The link between the turbulent shear stress behavior and the 
local Nu appears to be more tenuous than the previously de- 
scribed correlations between Nu, u 'z, and the mean flow field. 

Conclusions 
Flow temperature measurements and laser-Doppler flow mea- 

surements were presented in order to understand better the effect 
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of placing vortex generators (cylindrical rods in this case) di- 
rectly above selected rib elements (the first and fifth) on the 
flow and heat transfer in a ribbed duct flow, with Re = 3450. 
Moreover, the results are intended as a baseline for validating 
computational models. 

At the smallest generator-rib spacing ( s / h  = 0.25), because 
the generator-rib space was too small for flow to pass through 
it, the generator-rib pairs functioned as a single entity with an 
increased effective height, comprising the rib, the generator- 
rib space, and the generator proper. This resulted in a down- 
stream shift in both the reattachment and the peak Nusselt num- 
ber locations in the interrib spaces immediately behind the gen- 
erator-rib pairs, especially in the first interrib space. In fact, 
the reattachment location in the first interrib space was so close 
to the adjacent downstream rib that the resulting negative cross- 
stream flow carried over into the second interrib space, causing 
increased streamwise turbulence levels, an upstream shift in the 
flow reattachment and peak Nusselt number locations, and an 
increased peak Nusselt number in the second interrib space. 

At the larger spacing ( s / h  - 0.75), the flow was capable of 
passing through the generator-rib space. As it exited the space, 
the flow expanded in the cross-stream direction. In the first 
interrib space, the flow expansion gave rise to a vertical down- 
ward flow behind the rib that was directed toward the wall. 
This flow brought the cool upstream flow into the vicinity of 
the wall, causing a reduced wall temperature and, owing to the 
uniform wall heat flux, increased Nusselt numbers. Further, 
the vertical downward flow resulted in increased streamwise 
turbulence intensities. In the fifth interrib space, although the 
flow had to expand as it exited the generator-rib space, no 
vertical downward flow was observed, owing to the different 
flow conditions upstream of the respective (first and fifth) gen- 
erator-rib pairs. Moreover, it was observed that the presence 
of the generator reduced the near-wall streamwise velocities in 
both the first and fifth interrib spaces. In the fifth space, the 
reduced velocity resulted in the degradation of the local Nusselt 
numbers, whereas in the first interrib space, it was speculated 
that the vertical downward flow more than compensated for the 
reduction in the streamwise velocity. 
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Conjugate Heat Transfer From 
a Single Surface-Mounted Block 
to Forced Convective Air Flow 
in a Channel 
Conjugate heat transfer from a surface-mounted block (31 × 31 × 7 mm 3 ) to forced 
convective airflow (1 - 7  re~s) in a parallel-plate channel was studied experimentally 
and analytically. Particular attention was directed to the heat flow from the block to 
the floor through the block support, which was eventually transferred to the airflow 
over the floor. The concepts of adiabatic wall temperature (T,a) and adiabatic heat 
transfer coefficient (h,d) were employed to account for the effect of thermal wake 
shed from the block on the heat tramfer from the floor. The experimental data of T, j 
and h,d were used in setting the boundary condition ]'or the numerical analysis of 
heat conduction in the floor. The accuracy of the numerical predictions of  the thermal 
conductances for different heat flow paths was proven experimentally. The heat con- 
duction analysis code was then used to find the heat transfer capability of various 
block-support~floor combinations. 

Introduction 

In industrial equipment we find a number of circumstances 
where the conductive-convective conjugate mode plays im- 
portant roles in the heat transfer from functional or structural 
members. Conjugate heat transfer in microelectronic equipment, 
in particular, is becoming increasingly important in thermal 
management of components. Due to the progress of circuit inte- 
gration the heat dissipation is concentrated in fewer compo- 
nents, while the system volume shrinks, thereby reducing the 
space for coolant flows. In order to lower the level of heat flux 
on the component surface, we will have to count more on the 
heat spreader function of the substrate supporting the compo- 
nents. 

The present study was conducted using a model where the 
essential physics of conjugate heat transfer in microelectronic 
and other industrial equipment is produced in a fundamental 
way. Figure 1 depicts a situation under investigation, where a 
heat-dissipating block (simulated module) is mounted on the 
floor of a parallel-plate channel, and cooled by forced convec- 
tion of air. The heat from the block (Q) finds its way to the air 
through two paths, one from the block surface directly to the 
air (direct heat transfer, QA) and the other leading from the 
block to the floor (substrate) by way of a block support, then, 
to the air (QB). Our attention is focused on the heat transfer 
from the block and the upper surface of the floor, so that the 
lower side of the floor is made adiabatic. The heat transfer 
process is complex, in particular, on the floor area near the 
block. The flow is three dimensional around the block, produc- 
ing a complex distribution of heat transfer coefficient on the 
floor. Besides, heat flow components QA and QB are coupled. 
That is, the air mass warmed up by QA (thermal wake) blankets 
the floor area, thus affecting heat flow Qty. In many cases of 
industrial equipment design the total heat dissipation from the 
block (Q) is specified, and the designer's task is to estimate 
the block temperature TM, or determine the required coolant 
velocity and temperature to hold TM below an acceptable level. 
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The design analysis necessarily involves the estimation of how 
Q is partitioned into Qa and Q~, for which the existing literature 
provide little information. The purpose of the present study is 
to establish a methodology by which we generate handy esti- 
mates of conjugate heat transfer. The present paper illustrates 
a path toward such a goal on the synthesis of physical modeling, 
experiments, and numerical analysis. 

In recent years conjugate heat transfer in microelectronic 
equipment has received considerable attention from heat trans- 
fer researchers. A brief review of the previous literature is pre- 
sented below. Due to space limitation, only those works on 
forced convective conjugate heat transfer will be included. 

Ramadhyani et al. (1985) and Sugavanam et al. (1994) re- 
ported the results of numerical analysis on conjugate heat trans- 
fer from two-dimensional flush-mounted heat sources to laminar 
flow in the channel. They show that the heat transfer is enhanced 
by the extended surface effect of the substrate. Incropera et al. 
(1986) and Ortega et al. (1994) used two-dimensional flush- 
mounted heat sources in their experimental investigations. The 
data were obtained mainly in turbulent flows, and exhibit rela- 
tively small effects of substrate conduction in enhancing heat 
transfer. This was corroborated by the numerical analysis also 
reported by Incropera et al. (1986). The function of the sub- 
strate as a heat spreader extending from the embedded heat 
source (s) was the subject of analyses by Culham and Yovanov- 
ich (1987), Lall et al. (1994), Godfrey et al. (1990), and 
Ortega et al. (1993). Heat conduction problems with uniform 
heat transfer coefficients were solved, or the problem was sim- 
plified by assuming a uniform coolant flow (Ortega et al., 
1993). Heat transfer from two-dimensional block arrays 
mounted on the substrate has been the subject of numerical 
investigations. The assumption of fully developed flow on re- 
peated blocks, coupled with the periodic condition in the cross- 
stream direction, allows analysis on a zone confined in one 
pitch of the block placement (Webb and Ramadhyani, 1985; 
Kim and Anand, 1994a, b; Nigen and Amon, 1994; Kim and 
Anand, 1995). In this situation, the role of substrate conduction 
is to direct a large fraction of heat generation from the heat 
source across the substrate thickness and to the lower side of 
the substrate where the surface is free of blocks. In cases where 
a finite number of blocks are mounted on the substrate, there 
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Fig. 1 Heat transfer paths from a surface-mounted block to air f low 

are additional heat transfer paths provided by the portions of 
the substrate extending upstream and downstream of the block 
array (Davalath and Bayazitoglu, 1987; Zebib and Wo, 1989; 
Kim and Anand, 1994a, b; Choi et al., 1994; Kim et ah, 1994). 

Numerical studies on heat transfer from three-dimensional 
modules are relatively scarce; Asako and Faghri (1989), Shaw 
et al. ( 1991 ), Faghri and Asako (1992), and Rosten and Viswa- 
nath(1994). These studies were focused on direct heat transfer 
component (QA), and conjugate heat transfer was not the focus 
of investigation. 

Equally scarce is the literature reporting the experimental 
data of conjugate heat transfer from surface-mounted blocks. 
Most of the previous experimental investigations were focused 
on direct heat transfer component (QA). Citing only those re- 
ports on heat transfer from a single block, we find the data for 
a two-dimensional block in Kang and Jaluria (1989), Kang et 
al. (1990), and Igarashi and Takasaki (1990), and those for a 
three-dimensional block in Ashiwake et al. (1983), Roeller et 
al. (1991), and Chyu and Natarajan (1991). To the authors' 
knowledge, the only report that emphasizes the importance of 
conjugate heat transfer from a three-dimensional surface- 
mounted module is Graham and Witzman (1988). It was 
pointed out that, in many designs, 40 to 60 percent of the total 
heat load would be dissipated through the substrate into the air 
stream. The semi-empirical analysis was attempted; however, 
the details of flow and the thermal wake effects were not taken 
into consideration. 

The present study distinguishes itself from the previous inves- 
tigations in the following respects. First, a significant part of 
our attention is set on the heat transfer from the floor area near 
the surface-mounted block. Second, several different experi- 
ments and the numerical analysis of heat transfer in and from the 
substrate (channel floor) constitute a synthetic set of research 
programs, each designed to make specific contributions to the 
development of a prediction method of conjugate heat transfer. 

Experimental Programs 

Several experimental programs were executed to obtain fun- 
damental data to he used later in conjunction with the numerical 
analysis of heat conduction in the floor (substrate). The first 
subsection describes the geometric and operative parameters 
that were fixed throughout different experiments. The second 
and the third subsections describe the measurements of funda- 
mental data required later in the numerical analysis. The final 
subsection describes the experiment performed using different 
block support designs. All data were collected after having con- 
firmed the steady state of the experimental system. 

Invariant Part of the Apparatus. A block was placed on 
the floor of a parallel-plate channel, and cooled by air drawn 
from the room by a suction blower. The overall dimensions of 
the block and the channel were unchanged throughout different 
experiments. The block has a geometry of square fiat package; 
its area projected on the channel floor is 31 × 31 mm 2, and its 
total height from the floor surface is 7 mm. The channel is 20 
mm high and 320 mm wide, so that its hydraulic diameter (Dh) 
is 37.7 ram. The block was placed on the centerline of the 
channel, setting its leading edge at a distance of 120 mm from 
the channel inlet, and leaving another 500-mm-long floor sec- 
tion between the rear edge of the block and the channel exit. 

The flow rate of air, measured by an orifice flow meter in- 
stalled between the channel exit and the suction blower, was 
changed in a few steps by restricting the exit area of the blower. 
The average air velocity (V) at a cross section free of the block 
was changed in a range from 1 to 7 m/s; this is the range most 
commonly found in real equipment. The corresponding channel 
Reynolds number (Re = VDh/u) was 2200-16,000. Due pre- 
cautions were exercised to realize smooth transition of the cross 
section throughout the duct system; they were the attachment 
of a bell mouth at the channel inlet, the installation of a transi- 
tion duct connecting the channel exit to a circular pipe, and the 
provision of a sufficiently long running distance (1140 ram) 
upstream and downstream of the metering orifice. The unifor- 
mity of velocity distribution and the low level of turbulence at 
the channel inlet were confirmed using a hot-wire probe. Al- 
though the channel Re was in a range indicative of transitional 
to turbulent flow regimes, the flow approaching the block was 
of laminar boundary layer type, and showed the sign of transi- 
tion to turbulence at a certain downstream location near and 
after the block. This was confirmed introducing smoke streaks 
in the flow, and also inserting the hot-wire probe in the channel. 
Further details of the flow will be reported elsewhere due to 
space limitation. The uncertainty in the measurement of air flow 
rate was estimated as 1.6 percent of the specified value. 

N o m e n c l a t u r e  

A M 

O h  = 

F =  

had = 

hM = 

L =  
N U M  = 

e = 

e z  = 

external surface area of copper QB = 
piece in block, m 2 
hydraulic diameter of channel, m Qt = 
thermal wake function [Eq. (1)],  Qp = 
K/W q = 
adiabatic heat transfer coefficient Rc = 
[Eq. (2)],  W/m 2 K 
heat transfer coefficient on block Re = 
surface, W/m 2 K T,d = 
side length of block, m T, = 
Nusselt number for direct heat TM = 
transfer 
net heat dissipation from block = To = 
Qp - Qt, W A T =  
direct heat transfer from block to 
air, W 

heat transfer from block to 
floor, W 
heat flow through power leads, W 
power input to block, W 
heat flux, W/m 2 
thermal resistance of block sup- 
port, K/W 
channel Reynolds number 
adiabatic wall temperature, °C 
surface temperature of floor, °C 
block (simulated module) temper- 
ature, °C 
air temperature at channel inlet, °C 
temperature difference between 
block and room air, K 

tr = floor thickness, mm 
U = overall thermal conductance, 

W/K 
UA = thermal conductance for direct 

heat transfer, W/K 
U~n = thermal conductance for conjugate 

heat transfer, W/K 
V = mean air velocity in channel, rrds 
x = longitudinal coordinate 
y = cross-stream coordinate 
k = thermal conductivity of air, 

W/m K 
}k F = thermal conductivity of floor, 

W/m K 
u = kinematic viscosity of air, mZ/s 
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The whole duct system was constructed using transparent 
acrylic materials. Another structural feature common to all the 
experiments was the thermal insulation applied to the bottom 
side of the channel. The channel floor has a double-deck struc- 
ture, and the space between the floor plate and the bottom plate 
was filled with 10-mm-thick Styrofoam. The thermal resistance 
for a heat flow path leading from the upper floor plate, across 
the Styrofoam, down to the constrained air space between the 
bottom plate and the supporting table was estimated as 1 K/W 
per unit floor area (1 m2). Compared to this value, the order 
of thermal resistance on the floor surface facing the forced 
convective air flow in the channel was estimated to be very 
low, 2.5-5 percent of the resistance for heat loss from the 
bottom. 

Heated Block on Adiabatic Floor (HB/AF) Arrangement. 
A simulated module (block) in this experiment consists of a 
copper piece having an area 31 × 31 mm/ and thickness 4 ram, 
and four ceramic heaters bonded by solder to the lower face of 
the copper piece. The channel floor is a I-ram-thick acrylic 
plate, a portion of which under the block was cut out for access 
of power leads to the electric heaters. The block is supported 
on the edge of this opening by a 3-ram-high acrylic support, 
which was designed to impose a large thermal resistance (496 
K/W) between the block and the floor. Figure 2(a)  shows the 
longitudinal cross section of this arrangement. 

The purpose of this experiment was to measure the direct 
heat transfer from the block (QA), and find the adiabatic wall 
temperature on the floor (To, a). The latter was measured by 
means of a liquid crystal film (LCF) laid on the floor. The 
adiabatic condition on the floor was already realized to a suffi- 
cient degree by the use of an acrylic plate for the floor; however, 
this was further enhanced by inserting a 0.2-ram-thick cotton 
cloth between the LCF and the floor. For the concept and the 
usage of T,,~ the reader is referred to Anderson (1994), Ortega 
et al. (1993), and Moffat and Ortega (1988). The concept has 
been most frequently applied to heat transfer from block arrays 
(Arvizu and Moffat, 1982; Ashiwake et al., 1983; Wirtz and 
Dykshoom, 1984; Nakayama et al., 1988; Sridhar et al., 1990). 
The LCF contains cholesteric-type crystal in microcapsules, and 
changes its color in a temperature range 32.3-39.6°C from 
brown, red, green, blue, to dark blue. The clearest detection of 
color change can be made at the red/green and green/blue 
boundaries at 33.7°C and 37°C (±0.3°C), respectively. Photo- 
graphs were taken from above the transparent ceiling of the 
channel, and isotherms were drawn by the experimenter (S.-H. 
Park). This method was rather primitive compared to a more 
sophisticated technique using digital imaging (Hollingsworth et 
al., 1989; Ortega et al., 1993). However, considerable effort 
was waged to secure the measurement accuracy. For calibration, 

a piece of LCF was bonded to the top surface of the block, the 
block temperature was monitored at five locations by thermo- 
couples confirming the isothermal state of the block, pictures 
were taken under the lighting condition of the experiment, and 
developed and printed under a strictly regulated condition. The 
templates thus produced were used to determine isotherms on 
pictures of the LCF on the floor. The uncertainty of the floor 
temperature measurement by LCF was estimated as _+0.3 K, 
and the spatial resolution of color boundaries on LCF was within 
1 ram. This accuracy is comparable to that achieved by a more 
thorough calibration technique reported by Farina et al. (1994). 

The block was kept in a nearly isothermal state throughout 
the experiment. This was confirmed by the readings of five 
thermocouples (0.2-mm-dia copper-constantan), one embedded 
at the center of the top surface of the copper piece, and four 
others between the copper piece and the ceramic heaters. Their 
readings agreed within _+0.5 K. Another indicator of the isother- 
mal state is the Blot number defined in terms of the length scale 
of the copper piece and the heat transfer coefficient on the block 
surface. When the former is set as 15.5 mm (half length of the 
copper piece) and the latter as 20 W/m 2 K, the Blot number is 
8 X l 0  -4 .  

In this experiment the heat conduction from the block to the 
floor was effectively suppressed by the means described above. 
There was, however, a need to elaborate on the determination 
of direct heat flow rate QA. The use of a small three-dimensional 
beat source like the present one inevitably requires the attention 
on the heat flow through the power leads to the room air below 
the channel. Unlike two-dimensional heater construction, the 
size of the power leads becomes comparable to the size of the 
heater. (The diameter of the lead is a design item to be opti- 
mized; thin leads generate heat, while thick leads increase the 
heat flow through them.) Since the leads are good thermal con- 
ductors, and extend to the room-temperature environment, the 
measurement of heat flow through them (Ql) has to be an inte- 
gral part of the experiment. The need of this elaboration has 
not necessarily been emphasized in the previous literature. In 
the present study calibration experiments were conducted to 
determine the thermal resistance on the power leads (Rt). The 
value of Rt was 32 K/W with an uncertainty bound of _+0.2 K/ 
W. Details of the derivation of these values have to be spared 
due to space limitation. The heat flow Qa was determined from 
Qa = Qp - Qt = Q - R iA  T,  where Q, is the total power input 
to the heater, and AT is the temperature difference between the 
block and the room air. The uncertainty in the measurement of 
Qp, bound by the accuracy in the measurement of electrical 
resistance of the heaters and the resolution of the voltmeter, 
was estimated as 0.7 percent of the measured value. The temper- 
atures of the block and the room air were measured to the 
accuracy of _+0.3 K. These uncertainty components result in 
the cumulative rms uncertainty in the estimation of QA which 
amounts to 1.3 percent of the measured value. Hence, QA was 
determined accurately, although Qt amounted to 8-17 percent 
of Qp. In subsequent sections the net power generation of the 
block (Qp - Ql) will be denoted as Q, which is equal to QA 
only on the HB/AF arrangement. 

Experimental data of Taa were reduced to the following form, 
which we will call the thermal wake function, 

T,,a - To 
F = ~ (1) 

Q. 

where To is the air temperature at the channel inlet, which was 
measured by a thermocouple suspended at the inlet. Keeping 
the air flow at a given flow rate, Qi, was changed in several 
steps to shift the color boundaries over the floor area, and iso- 
F contours were superposed in a single figure. 

Adiabatic Block on Heated Floor (AB/HF) Arrangement. 
A plastic block was mounted on a uniform-heat-flux floor. Fig- 
ure 2(b) shows the longitudinal cross section of this arrange- 
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ment. The uniform heat flux condition was created by a rubber 
heater having dimensions 0.3 mm (thickness) × 225 mm 
(width) × 285 mm (length). The leading edge of the rubber 
heater is at 40 mm from the upstream edge of the channel's 
straight section and 50 mm from the front face of the block• The 
heating elements are find Nichrome wires densely embedded in 
the plastic matrix, having a total electrical resistance of 21.8 fL 
The rubber heater is overlaid by a LCF, which has the same 
characteristics as described above for the HB/AF arrangement. 
The purpose of this experiment was to measure the adiabatic 
heat transfer coefficient on the floor, 

h,d - q (2) 
T~, - T,d 

where q is the surface heat flux, and T, is the surface tempera- 
ture, which was determined from the pictures of LCF as de- 
scribed in the previous subsection. The adiabatic temperature 
T,d in Eq. (2) was set equal to To (air inlet temperature), on 
the understanding that the effect of thermal wake generated by 
the floor itself was included in h,d. Namely, the term "thermal 
wake" is reserved only for that from the block, and in this 
experiment it was absent. It was confirmed by the temperature 
measurement on the block that the plastic block actually served 
as an adiabatic body. 

The heat flux (q) was determined by dividing the power input 
to the rubber heater by the area of the heater. The thickness of 
the laminate composed of the heater and the LCF is 0.6 mm, 
sufficiently small compared to the length scale for a significant 
variation of heat transfer coefficient to occur. Besides, the heat 
flow to the bottom of the channel was reduced to a negligible 
level as described in the previous section. All those factors 
combined contribute to the realization of a uniform heat flux 
condition on the floor. The uncertainty in the measurement of 

h,a was maximum in a region close to the block where the heat 
transfer coefficient varied in a short distance, and was estimated 
as 12 percent of the measured value. In order to determine h,d 
over the whole area of LCF for a specified air velocity, the 
location of color-change boundaries had to be shifted by chang- 
ing the heat flux on the floor• 

Within this experimental program supplementary runs were 
executed, removing the block from the channel. The local heat 
transfer coefficient thus obtained was later used in the numerical 
analysis, and applied to the floor area outside the zone of influ- 
ence of the block. Near the leading edge of the heater, the heat 
transfer coefficient agreed well with the existing correlation for 
laminar boundary layer heat transfer on a uniform heat flux 
plate with an unheated length (Incropera and De Witt, 1981 ). 
Toward the trailing edge of the heater, the heat transfer coeffi- 
cient approached that predicted by the well-established correla- 
tion for fully turbulent heat transfer in the channel. The results 
served to confirm the accuracy of the present measurement of 
heat transfer coefficient. 

Different Block Supports on Copper Floor. A heater 
block was mounted on a copper floor or an acrylic floor using 
different block supports• The block has the same construction 
as the one used in the HB/AF experiment, The copper floor 
was 1 mm thick, with its lower side thermally insulated as 
described in the previous subsection. This experimental pro- 
gram had two objectives: (1) find the effect of thermal resis- 
tance of the block support on the thermal conductance between 
the block and the cooling air, and (2) provide the benchmark 
data to be compared with the numerical prediction. The use of 
copper as the floor material maximizes the heat spreading func- 
tion of the floor. 

Figure3 shows three designs of the block support. All designs 
have the height of 3 ram, so that the total height of the block 
was unchanged at 7 ram. The one shown in Fig. 3(a) has a 
layered structure composed of a 2-ram-thick and 2-mm-wide 
acrylic frame and four acrylic posts attached on the comers. 
Each post has an area 2 × 2 mm 2 and a height 1 mm. In Fig. 
3(b) four steel needles, each 3 mm high and having a base 
diameter of 0.3 mm, are erected to support the copper piece on 
the corners. Figure 3(c) shows a 3-mm-thick copper frame 
interfacing both the copper piece and the floor. This has two 
subdesigns where the width of the frame is different, one being 
0.45 mm, and the other 4 mm. In all support constructions 
adhesive was used to bond the components. A guard tape wrap- 
ping the sides of the block support sealed any gap left between 
the copper piece and the floor, while due to its thin thickness (35 
#m) the tape had a negligible contribution to heat conduction. 

Table 1 shows the thermal resistances of the block support 
and the identification numbers of the experiments in Roman 
letters. As indicated in Table 1, the support of Fig. 3(a)  was 
used to mount the copper piece on the acrylic floor, the assembly 
identified as the HB/AF arrangement in the previous subsection. 
The thermal resistances of the block supports ( R c )  were com- 
puted, some by applying the simple Fourier formula, while 
others by using the finite difference analysis code. Details of 
the derivation have to be spared. 

Table I Combinations of block support and floor material (identified by 
Roman figures), and thermal resistances (Re) of the supports estimated 
by computation 

suppof l  acrylic steel i copper  copper  needle 
i 

I 

Re [K/w] 496 210 0.14 0.015 

copper  _ _  I I I  I I I  
f loor  

acrylic I V  - -  - -  - -  
f loor  
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Comparison of the data obtained by experiments I and IV 
provided information about how effectively the heat flow to the 
floor (Qn) was reduced to a negligible level. The data, reduced 
to the thermal conductance UA (=--Q/(TM - To)), differ by no 
more than 2 percent throughout the velocity range studied. This 
agreement is considered as indicating a high confidence level 
in the measurement of UA. A formula is fitted to the data of 
direct heat transfer as 

NUM = 1.78 Re °'43 (3) 

w h e r e  NUM = hML/~k, hM = UA/AM, AM = e x t e r n a l  s u r f a c e  a r e a  

of the copper piece, L = side length of the block, k ~  thermal 
conductivity of air. The equation is valid for 2200::~ Re -< 
16,000. There are a few different length scales in the system, so 
that the use of Dh is among different options to define Reynolds 
number. Several investigators proposed correlations for direct 
heat transfer: Ashiwake et al. (1983), Chang et al. (1987), 
Roeller et al. ( 1991 ). The exponents of Re in those correlations 
are all similar, 0.43 or a little less. However, when applied 
to the present block dimensions, those correlations produced 
predictions that differ anaong them and underpredict the present 
data by 25 percent at best (Ashiwake et al., 1983). This indi- 
cates the need for more work to derive a correlation of wide 
applicability even for the direct heat transfer from the block. 

Equation (3) now provides a means to separate QA from Q 
and derive Q~ from the data of the experiments II and III. 
Namely, QB is computed from Qn = Q - QA. The data were 
further reduced to the thermal conductance, which accounts for 
the heat transfer from the floor surface, 

1 
U~ - (4) 

1 
R~ 

U- -UA 

where U is the overall thermal conductance: U = Q/(TM - To). 
Assumed in this induction of QR and UnH is that the thermal 
wake originating from the floor does not seriously modify Qa. 

The isothermal state of the block on the copper supports was 
confirmed by computing the Blot number defined in terms of 
an equivalent heat transfer coefficient at the contact between 
the block's periphery and the support, the half length of the 
block, and the thermal conductivity of copper. The equivalent 
heat transfer coefficient was computed by dividing a typical 
value of UuR by the contact area, which was 231 W/mZK. The 
Biot number was computed as 0.009. 

Additional instrumentation was provided to measure temper- 
ature distributions of the copper floor. Thermocouples (0.2- 
mm-dia copper-constantan) were imbedded in the copper floor 
from the lower side. In total 85 junctions were located, the 
closest placement pitch being set at 1 mm. The readings of the 
thermocouples on the centerline of the channel will be compared 
later with the numerical predictions of the floor temperature. 
The use of thermocouples in place of LCF was dictated by the 
following requirements. First, the benchmark data had to be 
obtained keeping Q at a specified value. For a fixed Q, only a 
few color-change boundaries are available on LCF. Second, 
high heat spreader capability of the copper floor made the floor 
temperature below the lowest color-change (red/green) temper- 
ature (33.7°C) of LCF. 

Experimental Results and Numerical Predictions 

The experimental programs described in the previous section 
produced two groups of data of different usage. Those in the 
first group served to formulate the boundary condition for the 
numerical analysis of heat conduction in the floor. The second 
group provided the benchmarks against which the numerical 
predictions were compared. 

Thermal Wake Function, F. Figure 4 shows the iso-F 
contours on the channel floor: Fig. 4(a)  for V = 1 m/s, and 
(b) for V = 7 m/s. Each figure is composed superposing F- 
contours obtained at three different values of QA (2.7, 4.8, 6.9 
W). It is shown that the adiabatic temperature decreases rapidly 
with increasing distance from the block. 

Adiabatic Heat Transfer Coefficient, h,d. Figure 5 shows 
the iso-h contours on the channel floor: Fig. 5(a)  for V = 1 m/ 
s, and (b) for V = 7 m/s. Each figure is composed superposing 
iso-h contours obtained at several different levels of surface 
heat flux on the floor (0.039, 0.047, 0.055, 0.062 W/cm2). The 
h-contours apparently coincide with the development of the 
horseshoe vortex around the block. Also shown in Fig. 5 are 
the lines that show the heat transfer coefficients on the floor in 
the absence of the block. In some of the experimental runs 
with the block-mounted floor, the color-change boundaries were 
observed also on the area outside the zone of influence of the 
block. They extended laterally across the stream, and merged 
with the horseshoe contours near the block. Based on this obser- 
vation, in the numerical analysis, those horizontal iso-h lines 
were extended to the periphery of the horseshoe contours, as 
indicated by the broken lines in Fig. 5. 

Numerical Solution of Heat Transfer Equation. A two- 
dimensional finite difference equation (of the standard scheme 
found in any heat transfer textbook) is solved to determine 
temperature distributions over the floor. The analysis was ap- 
plied to the case of a copper floor to compare the predictions 
with the experimental data. The negligence of temperature vari- 
ation across the thickness of the floor is justified on the ground 
that the Biot number based on the floor thickness is of the 
order of 10 -5-10 -4. The coordinates are x, extending in the 
streamwise direction from the leading edge of the block, and 
y, extending in the cross-stream direction from the centerline 
of the channel. The area of analysis is bound by -120  mm - 
x -< 420 mm and 0 -< y - 160 mm. The discretization is made 
finer near the block, minimum 1 mm × 1 mm, and coarser in 
the far field, maximum 30 m m ×  25 ram. The node population 
is 43 along the x axis and 18 along the y axis. Finer discreti- 
zations could be employed, however, the spatial resolution of 
F and hae, estimated as 1 mm as noted previously, made the 
adoption of finer meshes less meaningful. The data of F and 
h,a were used to define the boundary condition, as follows. 

We write To = 0 for convenience, and assume that the air 
velocity V is specified. For the purpose of illustration, we set 
QA = I W. Then, F gives directly the adiabatic temperature 
Tad. Using this T,,,t, and the data of h,a, we write a heat balance 
equation for the surface element A x A y  using Eq. (2). Mean- 
while, QA sets the block temperature TM through Eq. (3). This 
TM and the thermal resistance of the block support, Re, are used 
to write a heat balance equation for the surface element under 
the block support. The finite difference equation was integrated 
by iteration until the convergence criterion based on the energy 
conservation, less than 2 percent of discrepancy in global energy 
conservation, was satisfied. Using the solution for the floor 
temperature, we compute the heat flow rate from the block to 
the floor (QB). Using the sum, Q = QA + Qn, and TM, we find 
the overall thermal resistance (U),  and that for the conjugate 
heat transfer from the floor (URB) from Eq. (4). Ua in Eq. (4) 
is already computed when TM is found from Eq. (3). Where Q 
is specified, its division into QA and QB can be computed using 
UA and U~ determined by the procedure as described above. 
The assumption made about the value of QA ( 1 W) in the above 
explanation is not substantial, because the heat transfer system 
considered in the analysis is a linear system; hence, the solution 
can be scaled by any factor. 

Comparison of Numerical Predictions With the Experi- 
mental Data. The numerical analysis was performed assum- 
ing the different block supports on a 1-mm-thick copper floor. 
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Fig. 4 Thermal wake function F on the floor 

The designs of the supports and their thermal resistances are 
shown in Fig. 3 and Table 1, respectively. 

Figure 6 shows the comparison between the predicted wall 
temperature distributions on the centerline of the floor and the 
experimental data, for the case of Rc = 0.015 K/W and Q = 
3.6 W. The experimental data for V = 1 m/s are ove~redicted 
in the area downstream of the block by about 0.5 K at maximum; 
otherwise, excellent agreement is obtained. The effect of air 
velocity on the temperature distribution is reproduced with a 
good accuracy by the numerical analysis. 

Figure 7 shows the comparison between the predictions for 
Rc = 0.015 K/W and 210 K/W and the experimental data. The 
fixed parameters are V = 1 m/s and Q = 3.6 W. Again, good 
agreement is observed. As noted previously, the combination 
of the needle supports (Rc = 210 K/W) and the copper floor 
produced the experimental data of UA almost coinciding with 
those obtained using the acrylic support and the acrylic floor, 
implying that the heat flow from the block to the floor was 
effectively cut off in those experiments. Therefore, the creation 
of a floor temperature distribution in the case of Rc = 210 K/ 
W is attributed to the redistribution of heat flow between the 
air and the floor. That is, there is a heat flow from the high- 
temperature air near the block to the floor; the heat spreads by 
conduction through the floor, and eventually returns to cooler 

air. (The redistribution heat flow rate is small compared to other 
heat flow components, in particular in cases of good block/ 
floor thermal bonding. This justifies our assumption that Tad is 
not seriously modified on the conductive floor.) 

Figure 8 shows the comparison between the predicted con- 
ductance Unn and the experimental data. The experiments were 
conducted changing the power input to the block in two steps, 
1.6 W and 3.6 W. The data of UBB thus obtained differed by 
only a negligibly small margin, so that the data for a given set 
of Rc and V were overlapped in each data symbol in Fig. 8. The 
predictions and the data agree within 10 percent. It is interesting 
to note that Un~ depends on Re. This is a manifestation of the 
fact that a larger Rc increases the fraction QA/Q, which leads 
to higher T.a and increasesthe impedance to Q,. 

Effects of Thermal Properties of the Block Support and 
the Floor. Once verified by the benchmark test in the previous 
subsection, the numerical analysis code now provides a means 
to survey the effects of thermal properties of the block support 
and the floor. 

Figure 9 shows the predictions of UBB for the case of V = 1 rn/ 
s. In the two-dimensional heat conduction equation the thermal 
conductivity of the floor (ke) is coupled with the floor thickness 
(re), forming a parameter kerr. To facilitate a quick look at the 
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Fig. 5 Adiabatic heat transfer h,a coefficient on the floor 

results the product XFtv is shown in the dimension of (W" mm/ 
m . K ) ,  (mm) for tF and ( W / m ' K )  for )kr. Figure 9 shows 
UnB versus R~ for four different values of hFtF. The plots are 
logarithmic, so that the actual values of Usa for different hFtF 
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approach one another with increasing Re. This is a manifestation 
of the decreasing role of conjugate heat transfer from the floor. 
It should also be noted that the inverse of Us~, that is the thermal 
resistance on the conjugate heat transfer path, is larger than 
Rc by an order of magnitude. This results from large thermal 
resistance to convective heat transfer on the floor surface, in 
particular, at the air velocity of V = 1 m/s. Since UsB is a 
governing parameter in the determination of QH, a high level 
of accuracy in the estimation of R~ is not required for the predic- 
tion of conjugate heat transfer. The slope of the curves in Fig. 
9 also indicates a relative insensitivity of heat transfer predic- 
tions to the accuracy of R~ estimation. 
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Fig. 9 Relationships among U, UaB, Re, and XFtF for V = 1 m/s (Re 
= 2200) 
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Included in Fig. 9 is a curve of the overall thermal conduc- 
tance U for the cases of kFtF = 398 and 0.21 W" mm/m. K. 
The sensitivity of U to R~ is less than that of UBB ; however, its 
real sensitivity is somehow obscured in the logarithmic plot. 

Finally, a numerical example will be used to discuss cooling 
of an electronic module by the present mode of conjugate heat 
transfer. A possible maximum value of the overall thermal con- 
ductance with V = 1 m/s is U = 0.185 W/K. Where the allow- 
able temperature difference between the module and the inlet 
air is 40 K, the total heat dissipation from the module can be 
Q = 7.4 W. This level of cooling capability is normally provided 
by a 10-mm-high heat sink and a relatively high air velocity in 
the range 4 - 5  m/s. The cooling-by-floor technique is suited 
where the system needs to have a flat profile and low-speed 
air flow. To achieve effective designs, good thermal bonding 
between the module and the substrate, high thermal conductivity 
of the substrate, and clearing one side of the substrate of other 
components by removing them to the bottom side of the sub- 
strate need to be realized. Some of those measures have already 
being made available in the industry, although more work is 
needed to make the cooling-by-floor technique truly effective. 

Conc lus ions  

Conjugate heat transfer from a block on the floor of a parallel- 
plate channel was studied experimentally and analytically. The 
dimensions of the block (31 × 31 × 7 mm 3) and the range of 
air velocity ( 1 - 7  m/s) were set referring to those of practical 
interest. Particular attention was directed to the heat transfer 
from the floor area near the block, where the three-dimensional 
development of air flow produces complex distributions of heat 
transfer coefficient and air temperature. The conclusions and 
remarks are summarized as follows. 

1 The concepts of adiabatic wall temperature (T.a) and adi- 
abatic heat transfer coefficient (h.d) were employed to account 
for the effect of thermal wake shed from the block on the heat 
transfer from the floor. The information about Tea and hoa was 
obtained experimentally, Alternatively, they may be found by 
three-dimensional numerical simulations of air flow and heat 
transfer assuming a situation corresponding to the present exper- 
imental one. Once T~a and h~,t are found by either experimental 
or numerical means, they can be used repeatedly to compute 
temperature and heat flux distributions on floors of different 
materials. 

2 The thermal resistance of the block support (R~) is an- 
other important parameter that controls the conjugate heat trans- 
fer from the floor. The numerical analysis produced predictions 
that agreed well with the experimental data obtained using dif- 
ferent block supports. A large thermal resistance of the order 
of a few hundreds K/W on the block support proved effective 
to reduce the heat flow from the block to the floor to a negligibly 
low level, thereby facilitating the measurement of direct heat 
transfer from the block to the air flow over it. A good thermal 
bonding between the block and the floor, with Rc of the order 
of 0.01 K/W, and a high thermal conductance of the floor, of 
that of a 1-mm-thick copper plate, maximizes the contribution 
of conjugate heat transfer (QB) to the total heat dissipation (Q),  
raising the ratio QB/Q to more than 0.5. 
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Performance Indicators for 
Steady-State Heat Transfer 
Through Fin Assemblies 
A comparative study is presented of several models describing steady-state heat flow 
through an assembly consisting of a primary surface (wall) and attached extended 
surface (fin). Attention is focused on the validity of four performance indicators. The 
work shows that the augmentation factor is the only indicator capable of correctly 
predicting the behavioral trends of the rate of heat flow through the assembly as the 
influencing physical parameters are varied. 

1 Introduction 
The benefit sought in the use of a heat transfer assembly is 

to facilitate the design of smaller heat exchangers, in which the 
higher capital cost of the extended surface configuration is offset 
against a smaller shell, or to minimize weight and volume con- 
straints for automobiles and offshore applications. To determine 
whether a particular configuration is satisfying the objective of 
enhancing the heat flow, a number of quantitative measures of 
performance have been suggested. 

A well-defined performance indicator should reflect the quality 
of performance. For individual fins there are two commonly used 
measures of performance: the fin efficiency (Harper and Brown, 
1992; Gardner, 1945) and fin effectiveness (Gardner, 1942; Kern 
and Kraus, 1972; Incropera and DeWitt, 1990). Unfortunately 
Harper and Brown (1922) used the term "effectiveness" to de- 
scribe what is now known as "efficiency." Both measures result 
from analyzing a decoupled mathematical description of the heat 
flow from the source to the sink. In practice they reflect the relative 
amount of heat flow through the fin and are based on the assump- 
tion of a one-dimensional analysis. To estimate the total heat flow 
across an assembly, either the efficiency or the effectiveness can 
be combined with the heat flow from those parts of the primary 
surface that are not supplemented by the extended surface. A sum 
of resistances approach is then used and the rate of heat flow is 
obtained from the formula 

Rate = Driving force (1) 
Total resistance ' 

More recently, two further performance indicators have been 
proposed for the assessment of assemblies: the augmentation 
factor (Heggs and Stones, 1980) and the enhancement factor 
(Manzoor et al., 1983 ). These are obtained from a mathematical 
representation of the complete assembly. The enhancement fac- 
tor incorporates the fin spacing whereas the augmentation factor 
depends upon the geometry of the entire assembly and its associ- 
ated thermal properties. 

It is the purpose here to extend the study of Wood et al. (1995) 
to include both a quantitative and a qualitative assessment of the 
four performance indicators with respect to the heat flow through 
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the entire fin assembly. The effectiveness and efficiency do not take 
into account the effects of the primary surface, the enhancement 
factor does include the effect of fin spacing, but only the augmen- 
tation factor is based on the complete assembly. Such a comparison 
has not been published previously. 

The present investigation is illustrated using the assembly 
shown in Fig. 1. Wood et al. (1995) focused on temperature 
profiles and heat transfer rates and established that it is feasible 
to allow heat flow from the fin tip (diabatic condition) rather 
than the unrealistic perfectly insulated fin tip (adiabatic condi- 
tion). Further, to predict the operation of assemblies, the use 
of isolated fins was shown to be totally inappropriate when 
evaluating heat transfer rates. Previous discussions (Manzoor 
et al., 1983; Manzoor, 1984) suggest that the conclusions pre- 
sented in this paper are equally applicable to fins of other geom- 
etries, such as those having triangular cross sections, annular 
fins, and pin fins. 

2 Model Descriptions 
Consider the steady-state heat flow through a heat exchanger 

consisting of a plane wall with an attached rectangular fin, both 
of uniform cross-sectional area as discussed by Stones (1980), 
and shown in Fig. 1 (a) .  It is assumed that most conductive 
heat flow takes place in a direction perpendicular to the wall 
surface X = 0 (Fig. 1 (b)) .  The temperature distributions in the 
wall and fin are governed by 

d2Tw 
- 0 ,  O -< X--< D, (2) 

dX 2 

d273 WX:~Z-2o<(T:-To)=0, O--<S~-D+n, (3) 

subject to convective and conductive boundary conditions de- 
scribing heat transfer from all the exposed surfaces and from 
the interface of the wall and fin. The fin tip, at X = D + H, 
has adiabat ic  surface heat transfer condition. Mathematically 
the appropriate surface and wall-fin interface conditions are 
described by the following equations: 

ab(Tb -- Tw) = - k  dTw Wd---~-, at X = 0 ,  (4) 

T w = Tf,-hwP d T: = aaS(Tw- T~)- h:W dT: 
dX' a A  

at X = D, (5) 
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Fig. 1 (a) Wall and extended surface and (b) one-dimensional domain 

x drj 
--  f d ~  = oLa(Zf - Za), at X = D + H. (6 )  

It is convenient  to use certain dimensionless  parameters to ex- 
press the assembly ' s  characteristics. These are the Biot numbers  

abP aoP a . P  
Bill  -- , Bi21 - , B i =  = , (7 )  

Xw k~, k I 

where P = W + S is the fin pitch, and the aspect ratios 

L H S D 
1 p ,  u =  p ,  y ~ ,  6 P (8 )  

for the fin length, fin height, fin spacing, and wall thickness, 
respectively. The pitch is the appropriate scaling length used 
for assemblies,  because it defines the number  of  fins per unit  
length of the wall. This permits the effect of varying S (or W)  
with P fixed to be studied. Introducing the scaling x = X / P  and 
the normalized dimensionless  temperatures 

0w = T w -  7",,, Oy= T / -  T, (9 )  
T b -  T,, T b -  T~ 

a nondimensional  heat transfer model is then given by 

dZOw 
= 0 ,  0 - < x - < 6 ,  ( 1 0 )  

dx 2 

d20i 2 B i =  
6 < - x < - 6 + u ,  (11)  dx 2 1 _ y Oj= O, 

dOw 
B i . ( 1  - O w ) -  dx ' at x =  0, (12)  

Ow = 0 I, - A d O , ,  = Bi22y0w - (1 - y )  cLr 
dx 

at x =  6, ( 1 3 )  

d o s -  Bi=0  s, at x =  6 + u, (14)  
dx 

where A = kw/k I. It is assumed here that the ratio l is sufficiently 
large for the heat loss from the side faces to be ignored. 

The analytic solutions of Eqs. ( 1 0 ) -  (14)  can be written as 

0,~ = ax + b, (15)  

O/= ce "x + de -~', (16)  

where the constants a ,  b,  c, and d are given by 

(1 - Y ) # { ~  - Biz2"y a 
a =  b = l + - -  

A - [(1 - y ) # ~  - Bi22y]~O ' B i l l '  

(1 + atb)e -ua 
c - d = ~be2U(a+")c, (17)  

1 + the 2w' ' 

and 

~ 2  __ 2 Bi22 , ~b = / z  + Bi2...________2 

1 - y /z - Bi22 ' 

1 - the 2u" 1 
~'~ = 1 + ff)e z ~ ' '  ~0 = 6 + Bi l l  ( 1 8 )  

It is important  to note that ~ is a grouping common to all four 
performance indicators. 

Fin  Effect iveness .  The fin heat transfer rate, QI, is the 
quantity of heat flowing through the fin, from the primary sur- 
face, and must  pass through its base: 

I 
Q f =  --kfAb,8¢ d---~-lX=D, (19)  

w h e r e  Abase = WL is the base area of the fin. The fin effective- 
ness, ~j, is defined as 

Fin heat transfer rate 

Heat transfer rate without  fin 

O f  X=D 
= aaAb.~e~y-  Ta) ' 

(20) 

and measures the additional heat flow through a surface region 
of the wall whose area is equal to that of  the base of  the fin 

N o m e n c l a t u r e  

A U G  = augmentat ion factor 
Bi l l ,  Bi21, Bi22 = Biot  numbers;  see Eq. 

(7) 
D = wall thickness, m 
H = fin height, m 
L = fin length, m 
l = fin length aspect ratio 

P = f i n p i t c h W +  S , m  
0 = hea t  transfer rate, W 
S = interfin spacing, m 
T = temperature, °C 

W = fin thickness, m 

X = distance, m 
x = dimensionless  distance 
a = surface heat transfer coefficient, W /  

m 2 K  
y = fin spacing aspect ratio 
6 = wall thickness aspect ratio 
e = enhancement  factor 

= fin effectiveness 
~7 = fin efficiency 
0 = dimensionless temperature 
k = thermal conductivity, W / m  K 
# = constant; #2 = 2Bi22 

u = fin height  aspect ratio 
(~ = constant, see Eq. (1 8) 
~b = constant, see Eq. (1 8) 
~0 = constant, see Eq. (1 8) 

= thermal resistance, K / W  

Subsc r ip t s  

a = air (s ink-side)  
b = bore (source-s ide)  

f = fin 
w = wall 
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and whose temperature is equal to the base temperature of the 
(isolated) fin. It then follows from Eqs. (9), (16), (19), and 
(20) that 

~f = _ #~4, = # # tanh/~u + Bi22 (21) 
Bi= Bi22 Bi=~ + Bi22 tanh #u 

which is recognized as being the effectiveness for an isolated 
diabatic fin (Gardner, 1942). This validates the previous asser- 
tion that ~: does not include wall effects. The ratio 3' is involved 
via # and represents the effect of varying the fin thickness W 
(for fixed pitch P). 

Fin Efficiency. A further measure of fin performance is the 
fin efficiency, ~7:, which is defined as (Harper and Brown, 1922; 
Gardner, 1945) 

Heat dissipated by fin 

~7: = Heat dissipated by fin at base temperature 

Qf x=o' (22) 
= a ,a~r ( -~f -  To) 

A~u, = (2H + W ) L  is the total surface area of the diabatic fin 
contributing toward convective heat transfer. Using Eqs. (9), 
(16), (19), and (22) we find that 

/*{4, 2u + 1 - 4:. (23) rb = -- /.z2u + Bi22 3' 

primary surface on the sink side and the physical characteristics 
of the primary surface (depth, conductivity, etc.). (~w and (~w+: 
are the heat transfer rates through an isolated primary surface 
and through an assembly, respectively, and.f~w and ~2w+: are the 
corresponding total thermal resistances. Q and ~2 are related 
through Eq. (1). 

A convenient way to quantify the augmentation factor is to 
consider an equivalent electrical circuit whose resistances are 
the thermal resistances of the conducting body. For heat transfer 
through a medium of thickness Ax and cross-sectional area 
A, perpendicular to the direction of heat flow, the conductive 
resistance is A x / k A ,  and the surface convection resistance is 
1 lenA. The total heat transfer rate between two fluids at tempera- 
tures Tb and T, is then given by Eq. (1) as the driving force, 
Tb -- To, divided by the total thermal resistance. 

The assembly's thermal resistance is obtained by the above 
sum of resistances approach, applied to Fig. 1, and is given by 

1 D 1 
f~w+: = abP---~ + kwP------L + aaSL + Ota~fAsur " (26) 

The thermal resistance of the wall is 

1 D 1 
f2w - + - -  + - - .  (27) 

abPL RwPL a~PL 

Substitution of these expressions into Eq. (25) yields the for- 
mula 

It is clear from Eq. (23) that rb, is related to the fin characteristics 
only, with no reference to any wall effects. {¢ can be thought 
of as a "scaling" factor. For an adiabatic tip condition the terms 
Bi= in the expression for 45 are absent. The term/z remains since 
it describes the heat loss from the upper and lower faces of the 
fin. In this case 45 = 1 and so {~, + 41 : (1 - e2UU)/(1 + 
eZU"). The ratio {~/~ expresses the importance of considering 
adiabatic tip in place of an adiabatic tip. If the ratio is close 
to unity then there is little to be gained by modeling adiabatic 
tip. If, however, the ratio is much greater than unity, then the 
diabatic tip will play a significant role in the transfer of heat 
and must be incorporated into the model to avoid misleading 
results. 

The ratio 

~:_ 2u + 1 -  y (24) 
~f 1 - 3 '  

increases indefinitely as H (or u) increases, for fixed width W 
(or 3') - P is fixed. In this case u + 0% {÷ ~ - 1  and the 

effectiveness asymptotes to the value ~ /2 / ( (1 -  T)Biz2) 
whereas the efficiency reduces to zero. 

Augmentation Factor. Both the effectiveness and effÉ- 
ciency are defined for an isolated fin, yet implicit in the use of 
extended surfaces is a primary surface, the wall. It is desirable 
to have indicators that measure changes in heat transfer when 
a fin is attached to a wall. One such practical indicator of an 
assembly's performance is the augmentation factor (Heggs and 
Stones, 1980), which measures the increase in heat flow ob- 
tained by attaching fins to a wall. Equivalently, it can be de- 
scribed as the potential reduction in size of a heat exchanger 
when combined with the fin assembly under investigation. It is 
defined as 

Heat flow between fluids separated by finned primary surface 
AUG = Heat flow between fluids separated by unfinned primary surface 

= Qw+: = ~ (25) 

at steady state and accounts for the presence of the unfinned 

 uo=[ 1 1] /  
Bill Bi21 

Enhancement Factor. The term enclosed in parentheses 
in Eq. (28) was described by Manzoor et al. (1983) as the 
enhancement factor, % and is the component of the augmen- 
tation factor that solely contains the fin characteristics, including 
the fin spacing. Whereas AUG is concerned with the heat trans- 
fer of an assembly, e: can only quantify the effects upon the 
assembly's heat transfer rate of varying the fin parameters alone. 
It is found that 

e: - - -  
1 1 
2 y + (1 - y ) ~ :  

# 

y + (2u + 1 - Y)~7: 
(29) 

3 Resul t s  and Di scuss ion  

The results of various illustrative simulations are presented 
in this section with attention focused on a comparison of the 
behavior of the four performance indicators. Dimensional data 
given by Stones (1980), which are typical of mild steel double- 
pipe heat exchangers with longitudinal fins, are used: D = 
0.00368 m, H = 0.0127 m, W = 0.00089 m, L = 24 m, S = 
0.00539 m, and k~ = kf = 45 W/m K. The heat transfer coeffi- 
cients are ab = 1343 W/m 2 K and c~ = 533 W/m 2 K and the 
external temperatures are taken to be Tb = 121°C and Ta = 
26°C. The use of a model based on Cartesian coordinates is 
justified in this case, because the thickness of the pipe is small 
in comparison to the inside radius. 
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Table 1 Values of performance indicators for isolated fins and f in as- 
sembl ies 

Isolated Fin Fin Assembly 
Ad. Diab. Ad. Diab. 

(l 13.344 13.401 13.344 13.401 
y] 0.468 0.454 0.468 0.454 
AUG 1.791 1.794 
e I j 0.364 0.363 

Q." ~+1 (kW) 2.292 2.294 9.490 9.503 
Q! (kW) 2.292 2,294 6.528 6.545 

Table 1 shows the values of the performance indicators for 
an assembly of mild steel components with a diabatic and an 
adiabatic tip, and also for isolated fins for comparison. The 
analytical results for these can be deduced from the work of 
Wood et al. (1995). All four indicators distinguish between' 
adiabatic cases and diabatic cases. When an adiabatic tip is 
replaced by adiabatic tip the fin efficiency, r/c, and enhancement 
factor, 9, both decrease while the effectiveness, ~f, and augmen- 
tation factor, AUG, both increase. The increase in AUG occurs 
because the thermal resistance of the assembly is reduced by 
the addition of the convective surface area of the tip, leading 
to an increase in the assembly's heat transfer rate. Equation 
(29) implies the consequent decrease in the enhancement factor. 
The effectiveness, ~s,.rises solely as a result of the increased 
fin heat transfer rate, Qf (see Eq. (20)) ,  whereas the efficiency, 
r/r, decreases due to an enhanced maximum heat transfer rate 
(see the denominator of Eq. (22)) .  Thus the desirable effect of 
a higher total heat transfer rate with adiabatic condition (Ow+f 
in Table 1) is correctly indicated by the increases in ~f and 
AUG but would be vetoed if either r/f or q was the arbiter of 
the assembly's performance. Further, although the trends of ~f 
and AUG are similar, it is the value of AUG that provides an 
absolute measure of the improvement in attaching a fin, while 
~f is only a relative measure. When dimension changes are 
investigated, clear distinctions between ~f and AUG become 
apparent. 

Table 2 shows the effect that altering the fin material has on 
the effectiveness, efficiency, and enhancement factor, for the 
diabatic situation. The values shown hold no matter what wall 
dimensions or thermal properties are used. The thermal conduc- 
tivities used, in W/m K, are 385 (copper), 201 (aluminium), 
110 (brass), 45 (mild steel), and t6 (stainless steel). Both the 
effectiveness ~f- and efficiency r/f decrease as hi is reduced as a 
result of a reduced fin heat transfer rate. The enhancement factor 
es increases with decreasing K s, which is a counterproductive 
indication. This indicates that the fin is providing a greater 
proportion of the heat flow in a trend of diminishing total heat 
transfer. 

Table 3 shows the effect that different wall-fin material com- 
binations have on the augmentation factor. A scaled augmen- 
tation factor is used, normalized with respect to that of a mild 
steel assembly. Clearly, the augmentation factor is affected by 
changes in the wall parameters. It is, however, the fin that exerts 

Table 2 
mance 

Effect of fin material (thermal conductivity M) on f in  per for-  

Material (! rlf e f 
Copper 25.182 0.853 0.226 
Aluminium 22.349 0.757 0.248 
Brass 18.932 0.641 0.282 
Mild Steel 13.402 0.454 0.363 
Stainless Steel 8.201 0.278 0.495 

Journal of Heat Transfer 

Table 3 Effect of assembly material combination on augmentation fac- 
tor, normalized to a mild steel assembly  

WALL FIN 

Copper (C) 
Aluminium (A) 
Brass (B) 
Mild Steel (MS) 
Stainless Steel (SS) 

the most significant influence on AUG. In the case of a reduced 
wall conductivity, AUG behaves according to 

h,vcl + 6 
(30) 

kw(ct + c2) + 6 '  

where c~ = 1/abP + 1/a ,P  and ca = ( 9  - 1 )/a~P are constants, 
which are independent of M, and Cl + c2 > 0. If c2 < 0, then 
the thermal resistance of the wall decreases more rapidly than 
the thermal resistance of the assembly, hence reducing the aug- 
mentation factor. This effect occurs if ~f > 1/(2u + 1 ), which 
is the case for most fin sizes. The AUG-ky dependence is more 
complicated since ~Tz is dependent upon kf; see Eqs. (25), (26), 
(27), and (28). 

Figures 2 - 8  illustrate the effects on the performance indica- 
tors and heat transfer rates caused by variations in each of the 
parameters of the complete assembly. A more concise summary 
of how the performance indicators reflect the quality of perfor- 
mance, that is overall heat flow through the assembly, is given 
in Table 4. 

Height v (or H) .  Both ~f and AUG increase with u while 
~f and ef both decrease (see Fig. 2). The behavior of ~f and 
AUG is similar with both variables .correctly describing the 
trend of increasing total heat flow Qw+f (see Table 4) and 
asymptoting as u approaches 3 (for these data). The asymptotic 
behavior indicates that the heat transfer rates are saturated. The 
efficiency r/f follows a significant downward trend as u increases 
indicating that, pro rata, an increasing fin surface area results 
in a diminishing increase in heat transfer. The reason is that by 
increasing u (or H) we are not increasing the area of the base 
of the fin, Ab . . . .  through which all heat flowing through the fin 
must pass. Any increase in Of is due solely to a modified fin 
base temperature Tb .... which manifests itself in Eq. (19). 

Spacing ,y (or S) or Fin Thickness (W).  When assessing 
the effect of the fin spacing (see Fig. 3) on the characteristics 
of the assembly, it is important to be aware exactly what length 
parameters are being varied. Varying 3' by simply altering S 
will also change the pitch P = W + S. In this case the total 
sink side area of the primary surface being serviced by the fin 
is also changing. Thus, it is important to maintain a fixed pitch. 

2.0 .,.. ............................. i ............................... T ............................... i ............................... i ............................................................... i 

0.00 0.50 1.00 1.50 2.00 2.50 3.00 
Height Ratio HIP 

Effectiveness x 0.t ~ Efficiency 
-0- Augmentation ~- Enhancement 

Fig. 2 Fin performance as a function of fin height v 

M A Y  1 9 9 6 ,  V o l .  1 1 8  / 313 

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



2.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  , . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

2.0......L..~ ........... ~ .................... .,,r...8, ...... i 

! ~ i i i 
1.5. 

1.0. 

0.5 .... '"'"i 

0.0 i J i i i l i i i l 
0 . 0 0  0 . 2 0  0 1 4 0  0 . 6 0  0 , 8 0  1 . 0 0  

Spacing Ratio SIP or 1 -W/P 
-@ Effectiveness x 0.1 .E~- Efficiency 

Augmentation ~ Enhancement 

Fig. 3 Fin performance as a function of fin spacing ,y for f ixed pitch P 

Hence changing 3, will also indicate the effects of changing W 
for a fixed pitch, i.e., W = P - S. At this point it must be 
stressed that the effectiveness and efficiency, shown on Fig. 3, 
are not changing in response to the varying spacing--this would 
contradict the assertion that these indicators depend solely upon 
fin properties. Their variation results from the fact that for a 
fixed pitch then changing the spacing S automatically alters the 
fin thickness W. 

When "y = 0 there is no spacing (and so the model in this 
paper is inappropriate). When 7 = 1 there is no fin, W = 0. It 
is therefore assumed that 0 < 3' < 1. As 3, increases (increasing 
S for fixed pitch) so the total heat flow through the assembly 
decreases (see Table 4), which is correctly described by both 
the augmentation factor and the efficiency. This reflects the fact 
that the decrease in the sink side convective thermal resistance 
of the wall is more than offset by the increasing conductive 
thermal resistance of the fin (because of a decreasing cross- 
sectional area). Both effectiveness and enhancement increase, 
which simply reflects the fact that for increased spacing (de- 
creased fin width) the temperature drop along the fin is reduced. 

Wall Thickness ~ (or D).  Figure 4 illustrates the behavior 
of the performance indicators as the wall thickness is altered. 
It is manifestly evident that all the indicators remain constant 
with the exception of the augmentation factor. In other words 
it is only AUG that describes the behavior of the complete 
assembly. Naturally we would expect AUG to decrease as D 
increases since then the thermal resistance of the wall is increas- 
ing. For a fixed driving force, T~ - T , ,  the total heat transfer rate 
is then decreasing (see Table 4), which is correctly described by 
AUG. 

Thermal Conductivity. Figures 5 and 6 show the assem- 
bly's response to different material thermal conductivities in the 
wall and fin, respectively. The trends are entirely predictable. 
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Fig. 5 Fin performance as a function of wall conductivity ~ 

Increasing the wall conductivity kw increases the total heat flow 
Qw+y and hence the fin heat transfer rate (~I, since the percentage 
of heat flowing through the fin will remain constant. This in- 
crease is only reflected by the augmentation factor (see Fig. 5 ), 
all other indicators remaining constant. The asymptotic nature 
of the augmentation curve simply indicates that as the wall 
conductivity is increased sufficiently, the convective thermal 
resistances of both the source and sink sides become the rate 
limiting factors. 

The trend of increasing heat flow is also illustrated in Fig. 6 
as the fin thermal conductivity k/increases. Once again we are 
reducing the overall thermal resistance of the assembly, which 
must increase the heat transfer rate. This trend is reflected by 
all indicators except the enhancement, which is simply stating 
that incremental changes in conductivity for an increasingly 
thermally conductive material will have a decreasing relative 
effect on the system. This can also be observed in the asymptotic 
nature of the augmentation curve for these particular system 
dimensions. 

Surface Heat Transfer Coefficient. Figures 7 and 8 illus- 
trate the dependence of the performance indicators upon the 
surface heat transfer coefficients at  and ceb. 

Considering first a , ,  Fig. 7 shows that AUG is monotonically 
decreasing toward unity as a ,  ificreases., which indicates a di- 
minishing increase in heat transfer rate Qw+1. As ce, is decreased 
below the lower "reference" value 533 W/m 2 K, so AUG 
rapidly increases (roughly in line with ee l ) .  In this case the 
controlling (dominant) resistance to the flow of heat occurs at 
the sink side of the heat transfer assembly and adding fins will 
have a significant effect on the heat transfer rate, as is clearly 
described by AUG. The message is "put fins where the resis- 
tance is highest." While the efficiency and effectiveness also 
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Fig. 4 Fin performance as a function of wall thickness 

314 / Vol. 118, MAY 1996 

P 
E 
R 
F 
O 
R 
M 
A 
N 
C 
E 

10.00 

3 . 0  ................................................................................................................................................... t ................................................. 
) 

2.5. ~ ..................... I ........ 

2.0.1.0.1.5. ~ i  ~ ~ G ~ '~' ~ = ¢ ¢ 0 

0° ; i  
0.0 i ! e o I i i 

100 200 300 400 
Fin Conductivity (W/InK) 

@ Effectiveness x 0.1 t~- Efficiency 
0 Augmentation 0- Enhancement 

Fig. 6 Fin performance as a function of fin conductivity ,ks 

Transactions of the ASME 

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



3.5, 

3'0' i 
2,5, 

2,0, 

1,5, 

1.0. 

0.5. , . . . , ~ . ~ . 4 ~ ~ . ~ . ~  . '"'~''~ 

0'00 ' 400 ' 8~0 ' 12100 ' i , , 1600 2000 
Sink Side Conductance (W/m^2K) 

O- Effectiveness x 0.1 J.~ Efficiency 
Augmentation .~  Enhancement 

Fig. 7 Fin performance as a function of sink side surface heat trans- 
fer eta 

Table 4 Pe r fo rmance  indicator trends as functions of primary assembly 
influencing variables, for fixed pitch P; arrows In boxes denote correctly 
predicted trends 
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indicate similar conclusions, the enhancement is obviously a 
poor measure of performance, exhibiting a decreasing trend 
(as a ,  decreases), which could be erroneously interpreted as a 
decreasing assembly performance. 

The most striking observation to be made from Fig. 8 is that 
changes in the source side heat transfer coefficient ab are only 
reflected by AUG. The other three indicators remain fixed. 
Clearly, changing ab will alter the significance of adding one 
or more fins to a heat transfer assembly, yet the traditional' 
indicators of efficiency and effectiveness do not address this 
fact, a defect shared by the enhancement. As ab decreases, so 
AUG decreases, which indicates that the source side thermal 
resistance is becoming dominant. In this case the addition of 
fins to the sink side will not tackle the region of highest resis- 
tance and, consequently, will not substantially enhance the heat 
transfer rate, a fact that is mirrored precisely by AUG. As ab 
increases significantly above the upper "reference" value of 
1343 W/m 2 K so AUG ~ncreases. In this case the sink side 
resistance starts to dominate the source side resistance and so the 
benefit of adding fins to the sink side is increased significantly. 

We conclude with a note concerning the column headed a. 
in Table 4. As the sink side surface conductance increases, the 
augmentation factor decreases monotonically. This might be 
rather misleading in that the total heat transfer rate, Qw+y, is 
increasing. From Fig. 9 it is clear that the wall heat transfer 
rate, Qw, increases with a.  and AUG is simply the ratio Qw+s/ 
Q,.. Increasing ce. will always increase the heat flow rate 
through a wall or assembly since a component of the total 
thermal resistance is being decreased. AUG is a measure of the 
improvement afforded to the heat transfer properties of a pri- 
mary surface by the addition of a fin. For large values of a .  the 

behavior of AUG is simply stating that there will be a diminish- 
ing increase in Q since the sink side thermal resistance will no 
longer be the controlling factor. 

4 Conc lus ions  
The results presented in the previous section have illustrated 

the differences between the four performance indicators ~i, 77/, 
AUG, and el. In particular this assessment has confirmed the 
preconceived notion that the effectiveness and efficiency take 
no account of primary surface effects, with the exception of the 
spacing S, which is intrinsically linked to the fin width W, and 
the augmentation factor takes account of wall and fin effects, 
through both dimensional and material property changes. 

For the primary parameters investigated, namely the dimen- 
sions H, S (or W), and D, the material properties kw and hi, 
and the ambient parameters ab and o~,, only the augmentation 
factor correctly describes the behavior of the heat transfer rates. 
Table 4 summarizes the results. AUG allows a definitive mea- 
sure of assembly performance and a genuine comparison be- 
tween competing fin specifications. Manufacturers have implic- 
itly been using this idea for some time in their characterization 
data for fins. The usual data supplied are ratios of Q. Since 
AUG is simply a ratio of Q values, then listing values of the 
augmentation factor provides the same information. The added 
advantage is that AUG is a scaling factor and so can be used 
to compare, at a glance, the relative merits of a selection of fin 
assemblies. 
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Local Convective Behavior and 
Fin Efficiency in Shallow Banks 
of In-Line and Staggered, 
Annularly Finned Tubes 
Local mass transfer data for high-profile fins in the second row of in-line and stag- 
gered, circular-finned tubes are presented for Reynolds numbers from 5000 to 28,000 
based on hydraulic diameter and velocity at the minimum flow area. The data, 
obtained using an optical adaptation of the naphthalene sublimation technique, show 
that local variations in heat transfer do not cause significant fin efficiency deviations 
from the analytical solution of Gardner (contrary to earlier reports). Average heat 
transfer and pressure drop data indicate that the thermal performance of the in-line 
arrangement is comparable to the staggered configuration. 

Introduction 

Because of its relative simplicity, maturity, and wide applica- 
bility, the circular-finned tube is of special interest as a heat 
exchanger geometry. Notwithstanding extensive research, as- 
pects of the local flow and heat transfer in this geometry remain 
unclear. A complete understanding of local transport and its 
relation to fin efficiency and overall bundle performance could 
lead to more efficient heat exchanger designs; furthermore, un- 
derstanding local effects in this relatively simple geometry may 
cultivate a clearer understanding of flow and heat transfer in 
more complex heat exchanger passages. 

Local heat transfer from a circular-finned tube in a simulated 
bank of staggered tubes was studied by Neal and Hitchcock 
(1966). Using thermocouples on the fin surface, they found 
that local Nu variations resulted in roughly a 16 percent decrease 
in fin efficiency from the constant Nusselt number case. Unfor- 
tunately, conventional thermocouples disturb the flow and heat 
transfer, and only limited spatial resolution can be obtained 
with this method. Zukauskas et al. (1966) used a point-heating 
method to study local heat transfer on circular fins, but this 
method imposes unrealistic thermal boundary conditions (see 
Stasiulevicius and Skrinska, 1988; Hu and Jacobi, 1993). Krtick- 
els and Kottke (1970) used a mass transfer method to provide 
high-resolution local data for a single finned tube in crossflow. 
They reported convection coefficients that differ by roughly 100 
percent from a similar heat transfer study (see results of Legkiy 
et al., 1974); the reason for the disagreement is unclear. Local 
heat transfer for a single row of finned tubes was studied by 
Hu and Jacobi ( 1993 ) using the nonintrusive naphthalene subli- 
mation technique. They provided a detailed description of flow 
and heat transfer interactions for Reynolds numbers from 3300 
to 12,000, as summarized in Fig. 1. Hu and Jacobi also reported 
that variations in the local Nusselt number decreased the fin 
efficiency. 

The average (overall) performance of circular-finned tubes 
in deep bundles has been studied extensively, and thorough 
reviews of the topic are available (see Webb, 1980; Nir, 1991 ); 
several articles closely related to the current research have ap- 
peared. From experiments with staggered finned-tube banks, 
Briggs and Young ( 1963 ) developed a widely used heat transfer 
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correlation, valid for Re~ from 1100 to 1800, where Red is the 
Reynolds number based on bare tube diameter and velocity at 
the minimum free flow area. A study by Schmidt (1988) consid- 
ered staggered- and in-line-tube arrangements with Rec~ from 
1000 to 40,000. Zukauskas (1988) presented Nusselt number 
and friction factor correlations valid for staggered-tube arrange- 
ments with Red from 20,000 to 1.3 × 10  6. Their correlations 
account for the effects of fin height, fin spacing, and tube pitch. 
Zukauskas and co-workers (1966) used their overall heat trans- 
fer measurements to infer that local variations in heat transfer 
decreased the fin efficiency. 

Shallow bundles of circular tubes, with five or fewer tube 
rows, have been studied by Goldschmidt and co-workers. They 
considered a two-row in-fine-tube arrangement and provided 
heat transfer and fi-iction factor correlations valid for Reynolds 
numbers from 160 to 1600 (Idem et al., 1987, 1990). Sparrow 
and Samie (1985) compared the performance of two-row, in- 
line, and staggered banks of annularly finned tubes, reporting 
the effects of longitudinal and transverse tube spacing for Re,~ 
from 7500 to 32,000 based on approach velocity. A study of 
bundle-depth effects on heat transfer performance was presented 
by Yudin et al. (1988) for Rea from 1000 to 20,000. The overall 
heat transfer was found to decrease with bundle depth for in- 
line-tube arrangements and increase with depth for staggered- 
tube arrangements. These results were recently confirmed in a 
study of bundle arrangement effects reported by Kuntysh and 
Stenin (1993). Based on row-by-row measurements in a four- 
row bundle, they found that an arrangement somewhere between 
staggered and in-line provided the highest heat transfer rate. 
Unfortunately, since fin efficiency was not considered in their 
study, it is difficult to compare their results to correlations from 
the literature. 

In this article we will describe an optical adaptation of the 
naphthalene sublimation technique that provides mass transfer 
measurements with a very high spatial resolution. This method 
was used to obtain local mass transfer data for circular-finned 
tubes in staggered and in-line two-row bundles over a Reynolds 
number range from 5000 to 28,000 (2(104 ) < Rej < 
1.2(105)). These local data are used in conjunction with the 
single-row results of Hu and Jacobi (1993) to develop a com- 
plete picture of the local Nusselt number distribution in the first 
two rows of in-line and staggered bundles. After presenting the 
local measurements, we will use the data to assess the impact of 
flow and heat transfer interactions on fin efficiency and bundle 
performance. Spatially averaged heat transfer results will be 
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Fig. 1 Typical Sherwood number distributions for the first row of an 
annularly finned tube bank for high (Re > 8800) and low Reynolds num- 
bers. The influence of local flow structures is shown (Hu and Jacobi, 
1993). 

presented along with pressure drop data, and correlations for 
the Nusselt  number  and the Euler number  will be presented. By 
comparing the results of this research to previous work, the 
effects of  fin height and tube arrangement  on bundle perfor- 
mance will be clarified, and contradictions with earlier reports 
of fin efficiency impact will be resolved. 

Experimental  Method  

Description of the Apparatus. Mass transfer experiments 
were conducted in an open-loop wind tunnel; a detailed descrip- 
tion of this apparatus has been provided by Kearney (1995)  
and Kearney and Jacobi (1995) .  Laboratory air entered the 
wind tunnel through screens and a honeycomb flow straightener 
with a 2.16 by 2.16 m cross section. Downst ream of the inlet, 
the air flowed through a smooth 32:1 area contraction into a 
test section with a 381 by 381 m m  cross section. From the test 

section, the flow passed through a diffuser to a 15 kW blower 
and was finally discharged through a long duct. Baseline mea- 
surements at the test section inlet indicated that the approach 
velocity profile was flat to within 5 percent, and the free-stream 
turbulence intensity was below 1 percent for approach velocities 
between 1 and 25 m/s.  

The model heat exchanger,  illustrated in Fig. 2, was con- 
structed using a luminum tubes with an outside diameter, d,, of 
38.1 ram. The fins were 1.02 mm thick and had an outside 
diameter, dr, of 76.2 mm; they were glued to the tubes at a fin 
pitch of  139 fins per  meter. These circular-finned tubes were 
assembled in a staggered or in-line two-row bundle  and placed 
in the test section as shown in Fig. 2. For both the staggered 
and in-line configurations, the transverse tube spacing, Sr, was 
76.2 mm. The longitudinal tube spacing, $1., was 76.2 m m  for 
the in-line bundle  and 66.0 m m  for the staggered tube bank. 

A single naphthalene fin, located in the center of a finned 
tube in the middle of the second row, served as a test specimen, 
and the other fins and tubes provided proper flow conditions. 
Several experiments with two neighboring naphthalene fins 
were conducted, i and the mass transfer results always agreed 
with the single-fin measurements  to within the experimental  
uncertainty. This result implies that the local mass transfer was 
unaffected by mass transfer from neighboring fins in this Reyn- 
olds number  range, and it justifies the use of a single test speci- 
men for each experiment  (see Kearney, 1995, for a full descrip- 
tion of these auxiliary experiments) .  

Temperatures were recorded upstream of the finned tube bank 
and near the surface of the naphthalene fin using calibrated 
plat inum RTDs; the measurement  uncertainty was less than 
0.1 °C. Free-stream velocity was measured using an A N S I / A S H -  
RAE pitot-static tube and an electronic manometer  (0 to 500 
Pa, _+0.12 Pa) .  Static pressure drop across the core was deter- 
mined using a calibrated differential pressure transducer (0 to 
1250 Pa, _+21 Pa) .  Pressure drop and temperature data were 
recorded at 333 Hz and averaged over the period of an experi- 
ment. 

We are indebted to Professor Mitrovic, Universitiit Stuttgart, for raising this 
issue in a personal correspondence in 1993. 

N o m e n c l a t u r e  

A = total heat transfer surface area 
Ac = min imum free flow area of  heat ex- 

changer  core 
A s = fin surface area 
A, = bare tube surface area 
d r- = fin diameter  
dn = hydraulic diameter  
d, = bare tube diameter 

D,,a = binary diffusion coefficient for 
naphthalene in air 

Eu = Euler number  = AP/p~.wU~ 
f = Fanning friction factor 
h = 

h m = 

I n = 

k =  
K,,= 

L e  = 

m =  

m 2 = 

heat transfer coefficient 
mass transfer coefficient 
modified Bessel  function of  the 
first kind of order n 
thermal conductivity 
modified Bessel function of  the 
second kind of order n 
Lewis number  = P r /Sc  
mass, square root of  the fin param- 
eter 
fin parameter  = 2hrZ/kz~5 

Nu = Nusselt  number  
P = pressure 

Pr = Prandtl number  
q = heat flux 
Q = heat transfer rate 
r = radial coordinate 
R = ratio of  fin diameter  to bare tube 

diameter  = de~dr 
Re = Reynolds number  = UcdH/u 

s = fin spacing 
SL = longitudinal tube spacing 
Sr = transverse tube spacing 
Sc = Schmidt  number  
Sh = Sherwood number  

T = temperature 
t = t ime 

U,. = velocity at min imum free flow 
area 

( ) = surface-averaged quantity 
6 = fin thickness 

6.,.h = local sublimation depth 
A = indicates change of  a quantity dur- 

ing the experiment  
~r = fin efficiency 
z~,, = overall  surface efficiency 
0 = dimensionless  temperature = ( T -  

T~)I(T,, - T~) 
u = kinematic viscosity 

p,,,~ = density of saturated naphthalene 
vapor 

p,,, = density of  solid naphthalene 
p ..... = density of air and water vapor 

mixture 
4, = angular coordinate (zero in the di- 

rection of the approach flow) 

Subscripts 
b = fin base 
d = based on the tube diameter  
f = fin 
f t  = fin and tube 
G = Gardner  value, uniform over the 

fin surface 
t = tube 

co = free-stream quantity 
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Fig. 3 Schematic explanation of the laser triangulation technique used 
to optically determine naphthalene surface contours (after Jalkio et al., 
1985) 

~ =  Naphthalene surface 
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Fig. 2 A schematic of the finned tube heat exchangers studied. The 
flow is from top to bottom and the naphthalene test fin is placed at the 
center of the middle tube in the second row (shown cross hatched) for 
both (a) the in-line configuration, and (b) the staggered configuration. 
The fin carrying the naphthalene test specimen with the polar coordinate 
directions is shown in (c). 

Optical Adaptation o1' the Naphthalene Sublimation Tech- 
nique. The conventional naphthalene sublimation technique 
is well established, and excellent reviews of the experimental 
method are available (Souza Mendes, 1991; Goldstein and Cho, 
1995). Hu and Jacobi (1993) used the method to study circular- 
finned tubes, and in the current research we adopted their ap- 
proach with modifications to allow for the optical measurement 
of naphthalene surface contours. 

In a conventional naphthalene sublimation experiment, the 
test specimen is weighed and its surface contour is measured 
by a mechanical device (typically an LVDT). After the initial 
measurement, the specimen is exposed to a prescribed convec- 
tive environment for a measured period of time, and the weight 
and surface contour measurements are repeated. These measure- 
ments allow a determination of the local mass transfer coeffi- 
cient and the overall mass transfer rate. Unfortunately, the spa- 
tial resolution on the fin surface (in (r, ~b); see Fig. 2) is limited 
by the mechanical measurement of the surface contours. In 
addition to this spatial limitation, mechanical devices can de- 
form the naphthalene surface during measurement. 

In this research, naphthalene sublimation depths were mea- 
sured using the laser triangulation technique. A coherent light 
source, provided by a laser diode, is focused onto the naphtha- 
lene surface and partially reflected back as shown in Fig. 3. 
The receiving-optics lens focuses the reflected light onto a pho- 
todetector or CCD array. Reflections from different heights on 
the naphthalene surface strike the photodetector at different 
locations, as shown in the figure. The location of the reflected 
light on the photodetector is easily determined from the photo- 
detector output. By calibrating the change in location on the 
photodetector, ZXx, to the change in height, zXz, the naphthalene 
surface profile can be measured. |n laser triangulation, the re- 
flecting surface can be diffuse and need not be parallel to the 
reference surface used in calibration. The receiving lens is de- 
signed to treat the reflection as a point source, and one only 

needs to measure the location of this point source along the 
known axis of the emitted beam. A more complete description 
of the geometric aspects of laser triangulation has been given 
by Jalkio et al. (1985). 

A sketch of the laser triangulation system hardware is pro- 
vided in Fig. 4. System components include the sensor (probe), 
vibration isolation table, two translation stages (providing 88.9 
mm translation in the plane of the naphthalene specimen), 
stepper motors, a micrometer (to position the probe normal to 
the naphthalene surface, 2.5 #m/div), a 254 mm x 254 mm 
measurement platform, and a computer with appropriate inter- 
face cards for sensor and stage controls. The probe contains the 
laser and the photodetector. The naphthalene specimen rests on 

0.46 m .[ 

Plan View 

Front View 

Fig. 4 Schematic of the laser profilometry system: (1) stepper motors, 
(2) naphthalene specimen, (3) positioning table, (4) sensor (containing 
laser light source and photodetector), (5) vibration isolation table, (6) 
probe-positioning micrometer, (7) source laser beam, (8) reflected laser 
beam 
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the positioning table and the probe remains stationary (approxi- 
mately 20 mm above the specimen) while the stepper motors 
control the (r, ~b) position of the naphthalene specimen. The 
laser spot size is 10.2 #m, and the resolution of the linear 
encoders that control translation is 1 #m. This provides the 
capability to measure local sublimation depths with a resolution 
as fine as the laser spot size. 

Application of laser triangulation to naphthalene sublimation 
experiments requires special attention to noise reduction. Be- 
cause the naphthalene surface may vary from opaque and milky 
white in appearance to semi-transparent, surface variability and 
possible multiple reflections from planes beneath the naphtha- 
lene surface complicate the application of optical methods. 
These difficulties can be surmounted by seeding the naphthalene 
specimen with a dye that strongly absorbs light at the laser 
wavelength and thereby reduces false reflections from planes 
beneath the surface. An iodine-based dye with an absorption 
peak at 750 nm was added to the liquid naphthalene in a concen- 
tration of about 10 3 gmol/liter during the fabrication process 
(see Kearney and Jacobi, 1995, for details). Any effect on the 
thermophysical properties of the naphthalene was assumed to 
be negligible. This assumption was confirmed by conducting 
experiments using specimens with and without the laser dye; 
the surface average Sherwood number results agreed to within 
the experimental uncertainty. 

It is useful to compare the conventional and optical methods 
of surface contour measurement. Sublimation depths measured 
in a contact measurement apparatus can be obtained to within 
_+0.15 #m at a rate of 2000 measurements per hour (Goldstein 
and Cho, 1995). The sublimation depth uncertainty using the 
optical method was +6 #m and the sampling rate was higher 
than 14,000 points per hour. The 2 - ~r measurement uncer- 
tainty reported by Goldstein and Cho (1995) was based on 
contact measurements from a nonsubliming surface, and it is 
unclear that this uncertainty is applicable to a naphthalene sur- 
face that may deform under the contact. Nevertheless, contact 
measurement methods can probably provide four to five times 
lower uncertainty in sublimation depth than optical methods. 
However, if the increased Sherwood number uncertainty of the 
optical method is acceptable, the order of magnitude increase 
in spatial resolution due to higher sampling rates and the small 
laser spot size might make the optical approach attractive. 

In addition, it should be noted that the main source of error 
in the optical implementation described above is thought to be 
thermal drift associated with heat transfer from stepper motors 
to the aluminum components of the translation table. Fabricating 
translation table stages from other metals might significantly 
reduce the uncertainty in sublimation depth associated with the 
optical method. In the experiments reported here, care was taken 
to ensure that the laser triangulation measurements were con- 
ducted in a controlled environment after a sufficient warm-up 
period (typically 5 hours). This enabled the conductive environ- 
ment in the base of the measurement system to reach a quasi- 
steady state and eliminated any error associated with the initial 
warm-up of the system. 

Experiment Procedure Details. Before a wind tunnel ex- 
posure, naphthalene surface contours were measured on a grid 
that consisted of 31 evenly spaced radii at angular increments 
of 4 deg. This resulted in a total of 2790 local measurement 
sites on the naphthalene-covered surface area of 3301 mm 2. 
The time that the naphthalene specimen was exposed to natural 
convection in room air during contour measurement was re- 
corded and, following this measurement, the test fin was trans- 
ported in a special container saturated with naphthalene to the 
wind tunnel test section. 

The specimen was weighed with a precision balance ( 0 -  
200 g, _+0.0001 g), mounted in the model heat exchanger, and 
exposed to forced convection in the wind tunnel. During the 
test, barometric pressure (_+0.5 mmHg) and relative humidity 

(+ 2 percent) were recorded along with wind tunnel tempera- 
tures ( _+ 0.1 °C). These data were used to calculate the air density 
and thermophysical properties of naphthalene. After 30 to 50 
minutes, the test was stopped and the naphthalene fin was re- 
weighed, placed in the special container, and transported back 
to the optical measurement table where two more contour mea- 
surements were performed. The first two sets of contour data 
were subtracted to obtain raw sublimation depths, and the third 
set of sublimation data was used to correct for natural sublima- 
tion using the methods described by Hu and Jacobi (1993) and 
Goldstein and Cho (1995). 

Data  Reduct ion  and Interpretation. The Reynolds num- 
ber was based on the maximum free flow velocity and the 
hydraulic diameter per Kays and London (1984). Local mass 
transfer coefficients, kin, w e r e  computed from the measured 
sublimation depth, 6,~,, and the exposure time, At, using the 
following expression: 

hm - p,,.,6sb (1) 
p,,.~At 

The density of solid naphthalene, p,,., was taken to be 1162.0 kg/ 
m 3 (Kudchadker et al., 1978). The vapor density of saturated 
naphthalene, p .... was calculated based on ideal gas behavior 
and the vapor pressure expression given by Ambrose et al. 
(1975). 

Calculating the binary diffusion coefficient as recommended 
by Cho et al. (1992), the local mass transfer coefficients were 
then used to determine the local Sherwood numbers, 

h,~dH 
Sh - (2) 

D,,, 

A common hydraulic diameter (du = 9.16 ram, the value for 
the in-line bank) was used for both bundle configurations so 
that the Sherwood numbers could be compared directly. 

Area-averaged mass transfer coefficients were computed us- 
ing the fin weight measurements and 

h.---7 - a m  (3) 
Afp, , ,At  

Integrating the local data provided a redundant check for the 
area-averaged mass transfer results. This integration was per- 
formed using the following approximation, where hj is the mass 
transfer coefficient for a point measurement on the surface, AAj 
is the area element associated with the point measurement, and 
N is the total number of point measurements: 

--=lfA' 1 hm ~ h(r ,  c~)da ~ - -  ~ h jAaj  (4) 
af j=l 

and 
m 

- -  h,,dH 
Sh - (5) 

D.~, 

The average Sherwood numbers obtained from Eqs. (3) and 
(4) usually did not differ by more than the experimental uncer- 
tainty, and they differed by less than 10 percent for all of the 
data reported. 

To compute composite Nusselt numbers for a two-row bun- 
dle, average Sherwood number data were recorded in a single- 
row tube bank and for the second row in staggered and in- 
line tube banks. Applying the heat and mass analogy to each 
measurement, as given in Eq. (6), the Nusselt number behavior 
for each tube row was obtained. Power law curve fits to the 
Nusselt number were then combined on an area-averaged basis 
to develop overall bundle correlations. 
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Re=15,650 Re=15,025 

Re=19,650 Re=19,300 
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Fig. 5 Local Sherwood numbers and dimensionless temperature pro- 
files for annular fins in the second row of an in-line tube banks, shown 
for Re = 7600, 14,600, 14,650, 19,650, and 27,350. The flow is from top 
to bottom. Sh varies from 0 (violet) to 290 (red) and 0 varies from 0 to 
1 with a similar, but banded, color scheme. 

Nu = Sh "Le I/3 (6) 

The Lewis number was computed per the correlation of Cho et 
al. (1992). This method is justified by noting that Sparrow and 
S amie ( 1985 ) observed that the average heat transfer coefficient 
for finned tubes in the first row is relatively insensitive to the 
presence of downstream rows. In addition, experiments were 
conducted with a naphthalene fin in the first row of a two-row 
staggered bundle and the average Sherwood number was in 
good agreement with results obtained for a single row of tubes 
(differing by no more than the uncertainty). 

The Euler number was determined from pressure drop mea- 
surements assuming a constant property flow: 

p..wU~ 2 

Using the method of Kline and McClintock (1953), the typi- 

0 50 100 150 200 250 0.0 0.2 0.4 0.6 0.8 1.0 

Sh 0 

Fig. 6 Local Sherwood numbers and dimensionless temperature pro- 
files for annular fins in the second row of a staggered tube bank, shown 
for Re - 7450, 10,450, 15,025, 19,300, and 24,200. The flow is from top 
to bottom. Sh varies from 0 (violet) to 290 (red) and 0 varies from 0 to 
1 with a similar, but banded, color scheme. 

cal uncertainty in Re was found to be _+ 1 percent; the uncer- 
tainty in Sh was _+4.3 percent, and the uncertainty in Eu was 
found to be less than _+5 percent for most of the experiments 
reported here. The uncertainty in local Sherwood number, Sh, 
depended strongly on the local sublimation depth and, therefore, 
varied over the fin surface. In regions of high mass transfer 
(where 6sh ~ 100 am) the Sh uncertainty was estimated to be 
_+7 percent; in regions of lower sublimation depths (6.,., ~ 30 
,am) the uncertainty was about _+20 percent. Using the mean 
sublimation depth, averaged over all experiments, the mean 
uncertainty in local Sh was found to be _+ 10 percent. The aver- 
age sublimation depth in this study is about 8 percent of the fin 
thickness and about 1.3 percent of the fin spacing. 
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Fin efficiencies were determined by solving the heat conduc- x20 
tion equation within the fin using a standard second-order finite 
difference technique. This solution was undertaken by assuming lOt 
the fin material to homogeneous and isotropic, and by neglecting 
conduction normal to the fin surface (the thin-fin approxima- 8o 
tion). The fin root was assumed to be isothermal, and the fin 
tip was assumed to be adiabatic. Convection from the surface 
of the fin was modeled using the measured Sh data and Nu = ~ 6o 
Sh'  Le t/3. This procedure follows Hu and Jacobi (1993) (ex- 
cept as discussed later), and it yields the true fin efficiency, ~Tf, 40 
from the temperature solution and the following relation: 

N 20 

fAj h( r ,  ~)0( r ,  4, )dA ~ hiOiAAi 
i = l  ( 8 )  0 

°:= fA: u h( r ,  qS)da y j  h i A A i  
i = l  

The usual design procedure invokes the assumption that the 
Nusselt number is uniform over the fin surface. Under these 
conditions, the well-known solution of Gardner (1945) results, 

2 I , ( m R ) K l ( m )  - K , ( t ~ R ) I , ( ~ )  
~G(n~, R) = (9) 

m ( R  z - 1) I o ( m ) K , ( m R )  + K o ( m ) l , ( m R )  

The numerical errors associated with the solution of the heat 
equation and the numerical evaluation of Eqs. (8) and (9) were 
estimated to be less than 0.5 percent (Kearney, 1995). 

Results and Discussion 

Local Mass Transfer. Local Sherwood numbers and di- 
mensionless temperature distributions for annular fins in the 
second row of in-line and staggered arrays are shown in Figs. 
5 and 6, respectively. The plots of local Sherwood number show 
the effects of several flow structures on local heat transfer, 
particularly flow impingement regions, boundary layer develop- 
ment, horseshoe vortices, and tube wakes. 

For tubes in the in-line configuration, the flow impinges on 
the second row fin tips near 20 deg -< 14, I -< 90 deg (see Fig. 
5). The local mass transfer is high at these locations and de- 
creases in the flow direction due to the developing boundary 
layer. Between these impingement regions and away from the 
fin root, the local mass transfer is relatively low due to the wake 
of the upstream tube. Near the fin root for 0 deg -< 14,1 -< 90 
deg, the local mass transfer is enhanced by a horseshoe vortex 
system of the type described by Baker (1979) and Hu and 
Jacobi (1993). The separated boundary layer rolls up into a 
system of vortices upstream of the fin-tube junction, forming 
the "body" of the vortex. The vortices are advected around the 
tube and downstream, forming the "legs" of the vortex in the 
characteristic horseshoe pattern. Adjacent to the legs of the 
horseshoe vortex, directly behind the tube, a wake is formed 
and the local mass transfer is lower in this region. 

For the staggered-tube arrangement, the local Sherwood num- 
ber distribution exhibits similar types of localized flow structure, 
but at different locations on the fin surface. The flow impinges 
on the second row at the fin tip where 0 deg -< 14, I <- 20 deg, 
and local enhancement due to a newly developing boundary 
layer is evident. The wake from the upstream tubes influences 
the lateral fin tip region where 20 deg ~- 14,1 <- 90 deg and 
lower mass transfer rates result. Both the in-line and staggered 
tubes in the second row exhibit a wake region behind the tubes, 
similar to that observed in the first row (see Fig. 1 ). 

The impact of the horseshoe vortex is apparently more pro- 
nounced for the staggered case, as evidenced by higher mass 
transfer enhancement associated with the legs of the vortex. 
The staggered arrangement presents a situation in which the 
tubes in the second row are outside the wakes of the tubes in 
the first row. Therefore, in the staggered arrangement, a higher- 
momentum boundary layer separates at the fin-tube junction to 

• first row 
n 

• second row inline 
t3 second row staggered ~ 

eqn. 12 _~..taf~ - 

eqn, 11 

i l l ~ l , l k l l , , l l l l l l l l , l l l  

5000 10000 15000 20000 25000 30000 
Re 

Fig. 7 Surface-averaged Nusselt numbers for banks of in-line and stag- 
gered, annularly finned tubes. Row-by-row data are presented for the 
first and second rows. Power-law correlations are plotted (Pr = 0 . 7 )  for 
the first row, the second row in-line, and the second row staggered. 

form the horseshoe vortex system. This vortex is strong enough 
to propagate downstream enhancing the heat transfer. In the in- 
line arrangement, the boundary layer upstream of the second- 
row tubes is influenced by the wakes of the first-row tubes. The 
result is a horseshoe vortex system with less impact on the 
local heat transfer. This effect is especially observable at higher 
Reynolds numbers. 

Average Heat Transfer and Pressure Drop. Average 
Nusselt number (Pr = 0.7) data for the first and second rows 
of the in-line and staggered configurations are presented in Fig. 
7, along with the correlations given below: 

Nu = 0.0265 Re °'vS° Pr 1/3 (row 1) (10) 

Nu = 0.0233 Re °829 Pr 1/3 (row 2 in-line) (11) 

Nu = 0.0451 Re °'765 Pr 1/3 (row 2 staggered) (12) 

These row-by-row data indicate that the heat transfer coeffi- 
cient for the first row of tubes is lower than for the second row. 
For the in-line array, the first-row Nusselt number was 34 to 
45 percent lower than the second-row Nusselt number, and 
the difference increased with Reynolds number. The staggered 
arrangement exhibited a first-row Nusselt number that was 
about 45 percent lower over the entire range of Reynolds num- 
bers. These findings are in qualitative agreement with those of 
Sparrow and Samie (1985) who found the second-row Nusselt 
number to be a maximum of 35 percent higher than the first 
row for in-line arrangements and 45 percent higher for staggered 
arrangements (for Reynolds numbers slightly below the range 
of the present work). 

The following bundle correlations were obtained from Eqs. 
( 1 0 ) - ( 1 2 )  and are plotted in Figs. 8 and 9 for the in-line and 
staggered arrangements, respectively: 

Nu = 0.0242 Re °'8°9 Pr 1/3 (in-line) (13) 

Nu = 0.0357 Re °Tv~ Pr ~/3 (staggered) (14) 

At a Reynolds number of 5000, the average Nusselt number 
for the staggered bundle is 7 percent higher than for the in-line 
configuration. At Re = 10,000, the difference is less than the 
experimental uncertainty, with the performance of the two bun- 
dles becoming closer with increasing Reynolds number. This 
result suggests that the heat transfer performance of the two 
configurations is essentially equal over a broad range of Reyn- 
olds number. 

Comparisons of Eqs. (13) and (14) to existing correlations 
for in-line and staggered tube banks are also provided in Figs. 
8 and 9. To account for the effects of shallow bundles, the 
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Fig. 8 A comparison of the in-line-bundle design correlation from the 
present study (Eq. (13)) to previous expressions from the literature. The 
shallow bundle correction factors of Yudin et al. (1988) have been applied 
to the correlations from the literature. 

correction factors of Yudin et al. (1988) were applied to the 
existing deep bundle correlations (this correction amounted to 
multiplying the in-line correlations by 1.3 and the staggered 
correlations by 0.9). 

For the in-line configuration (Fig. 8), no correlation was 
found that covered the entire Reynolds number range of the 
current study. The equations of Yudin et al. (1988) and Schmidt 
(1988) are plotted with Eq. (13) in Fig. 8, where it is seen that, 
for Re ~ 10,000 the Yudin correlation overpredicts our results 
by 7 to 14 percent. The Schmidt correlation underpredicts by 
17 to 26.5 percent. It is interesting to observe that the Yudin 
correlations, from which the shallow bundle corrections were 
taken, predict in-line-bank Nusselt numbers 30 to 35 percent 
lower than for the staggered arrangement. 

For staggered tubes (Fig. 9), the corrected correlation of 
Zukauskas (1988) compared favorably to Eq. (14) over the 
entire Reynolds number range, differing from the current study 
by no more than 6.5 percent. The Zukauskas correlation was 
the only staggered-bundle correlation found that was valid over 
the entire Reynolds number range of interest. Below Re = 8000, 
Eq. (14) is within 7.3 percent of the well-known Briggs and 
Young ( 1963 ) correlation. Equations due to Yudin et al. (1988) 
and Schmidt (1988) did not compare as favorably, differing by 
as much as 50 and 30 percent respectively, below Re = 10,000. 
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Fig. 9 A comparison of the staggered-bundle design correlation from 
the present study (Eq. (14)) to previous expressions from the literature. 
The shallow bundle correction factors of Yudin et al. (1988) have been 
applied to the correlations from the literature. 
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Fig. 10 Euler numbers for two-row banks of in-line and staggered, annu- 
larly finned tubes 

The results from the second row were obtained without up- 
stream heating (no naphthalene specimens were in the first 
row). The thermal boundary layer or wake from an upstream 
row might affect the details of the downstream fin heat transfer; 
however, we believe the basic flow and heat transfer interactions 
will remain unchanged. Furthermore, the effect on averaged 
results (overall performance predictions) appears to be very 
small. The overall bundle performance results of this study 
show good agreement with results from other studies of fully 
heated bundles (see Figs. 8 and 9). The approach taken in 
this study assumes that the interrow temperature distribution is 
uniform; this assumption is valid for high-Reynolds-number, 
well mixed, flows. At lower Reynolds numbers the effects of 
upstream heating may be more important. 

Pressure drop data, in the form of Euler numbers, are plotted 
along with power law correlations in Fig. 10. These correlations 
are 

Eu = 1.78 Re 0.178 (in-line) (15) 

Eu = 8.17 Re 0.315 (staggered) (16) 

The Euler numbers associated with the staggered configura- 
tion were 12 to 44 percent higher than for the in-line arrange- 
ment. This result is in reasonable agreement with the observa- 
tions of Sparrow and Samie (1985) in which two-row banks of 
staggered tubes exhibited roughly a 50 percent higher pressure 
drop for Reynolds numbers slightly below the lower limit of 
those considered in the present work. A performance evaluation 
criterion, Nu / Eu ~/3, was computed from Eqs. ( 13 ) - (16), and 
it is shown in Fig. 11. The in-line performance is 4 to 5 percent 
higher than the staggered configuration; however, the uncer- 
tainty in these numbers is 7 to 8 percent. Therefore, on the basis 
of this; comparison, we may conclude that for this geometry 
(tube diameter, fin diameter, fin spacing, etc.) the two bundles 
offer essentially equal performance over the range of Reynolds 
numbers studied. This result is contrary to the conventional 
design wisdom that staggered configurations outperform in-line 
arrangements. The results of the present study can be explained 
by noting that: (i) most of the existing correlations are for deep 
bundles (6 or more rows); and ( i i)  the fins used in this study 
were of relatively high profile (R = 2) when compared to many 
of those used in the previous studies. 

The relationship between bundle arrangement, fin height, and 
heat transfer can be clarified by considering the bulk flow pat- 
terns through low- and high-finned bundles, as shown schemati- 
cally in Fig. 12. For a low-finned bank the tube wakes influence 
a relatively large part of the finned area. The effect is more 
profound for in-line arrangements, and it explains the common 
conclusion that staggered arrangements have superior heat 
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Fig. 11 A performance comparison, Nu/Eu ~/3 versus Reynolds number, 
for the in-line and staggered annularly finned tube banks 

transfer performance. However, as the fin height increases (see 
Fig. 12) the role of the tube wake becomes less important. 
For very high fins (R ~> 1 ), the bulk flow patterns become 
indistinguishable for the in-line and staggered arrangements be- 
cause the tube wakes close before the flow reaches the next 
tube row. Therefore, we expect fewer differences between the 
in-line and staggered bundles with increasing fin height. Our 
high-fin data reflect this trend when compared to studies with 
lower fins. 

The local mass transfer results from this study provide further 
insights (see Figs. 5 and 6). Although the details depend on 
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Fig. 12 Bulk flow patterns through banks of low- and high-finned tubes; 
(a) a typical  low fin array (Braver,  1964), (b) fins of the type used in the 
present study, with R = 2, and (c) even higher fins with R = 4 
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Fig. 13 True fin eff iciencies p lot ted versus the square root of the fin 
parameter. The solid l ine is the analyt ical solution of Gardner (1945), 
and data based on studies of local fin heat transfer from four different 
situations are presented. The results indicate that Gardner's solution is 
accurate over a broad range of fin eff iciencies. 

the arrangement and Reynolds number, the most important flow 
features are the tube wakes, boundary layer development, and 
the horseshoe vortex. For in-line-tube arrangements, the heat 
transfer is significantly influenced by flow impingement and 
boundary layer development, and these flow features have a 
broad spatial distribution on the lateral portions of the fin. In 
staggered-tube arrangements, the horseshoe vortex has a more 
significant effect, but its influence is confined to the area near 
the root and the rearward portions of the fin. Therefore, low fins 
are preferred in staggered arrangements because the horseshoe 
vortex is localized near the fin root and a high fin has "wasted" 
area. High fins are preferred for in-line arrangements, where 
increased area can exploit the boundary layer development ef- 

(a) fects on the lateral regions of the fin. High fins in an in-line 
arrangement can approach the staggered arrangement heat trans- 
fer performance with a lower pressure drop. 

Fin Efficiency. A plot of fin efficiency, 7b, versus r~ is 
shown in Fig. 13, where values of ~7: are obtained from four 
sources: (i) Gardner's analytical solution, ( i i )  data for the sec- 
ond row of in-line and staggered banks from the present study, 
( i i i )  results for fins in a single-row tube bank with wake reduc- 
ing baffles (Kearney and Jacobi, 1995), and ( iv )  data for the 
first row of tubes, due to Hu and Jacobi (1993) (corrected as 
described later). The analytical solution provides an excellent 
approximation of the true fin efficiency over a broad range of 

(b) the fin parameter. Considering all four sets of fin data, the mean 
deviation from the analytical prediction is 1.7 percent, the rms 
deviation is 1.3 percent, and 88 percent of the deviations are 
less than 3.5 percent. 

The fin efficiency results of the present study are contrary to 
the previous work of Hu and Jacobi (1993) and Zukauskas et 
al. (1966), both of which indicated that the Gardner solution 
significantly overestimates the true fin efficiency for low effi- 
ciency fins. However, the differences in these conclusions can 
be explained, and we believe that local variations in h do not 
have a significant impact on fin efficiency for the annular fin 
geometry. 

(e) Hu and Jacobi used geometrically identical fins and the same 
technique that was used in the present study to determine true 
fin efficiencies. Unfortunately, in calculating fin efficiencies 
from the local data, they used a Lewis number of unity. The 
correct value of Le ~ 0.3 was used in computing the surface 
average coefficient for the Gardner solution. This error caused 
the true fin efficiency to be underestimated, and the effect was 
magnified as r b, became smaller. We have corrected this mistake 
and present the reduced data of Hu (1992) in Fig. 13. 

324 / Vol. 118, MAY 1996 Transactions of the ASME 

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The finned tubes used by Zukauskas et al. were not geometri- 
cally identical to those used in the present study, so the local 
Nusselt number.distributions may differ. Nevertheless, the data 
of Fig. 13 give the true fin efficiency for four different local 
Nusselt number distributions and all four give results in excel- 
lent agreement with Gardner's solution. Therefore, we conclude 
that the true fin efficiency of circular fins is relatively insensitive 
to this distribution. So, why did Zukauskas and his co-workers 
find significant deviations from the Gardner efficiency? 

By measuring the total finned-tube heat transfer rate, the free- 
stream temperature, and fin base temperature, Zukauskas et al. 
determined the hr/o product using 

-hrlo - Q:'  (17) 
a : t ( T b  - T~)  

where 

Ai, 
(18) 

The heat transfer coefficient was found from Newton's law of 
cooling, written as 

- Qf' (19) 
Pqt(T,,,- T~) 

with an effective surface temperature, Tm defined as 

Tm= r(  r, c~ )dA I, (20) 
t 

With the hrlo product and h independently determined by Eqs. 
(17) and (19), respectively, Zukauskas et al. solved Eq. (18) 
to find their " t rue"  fin efficiency. 

Unfortunately, the effective surface temperature defined in 
Eq. (20) is inconsistent with the definition of the heat transfer 
coeffÉcient as it is used in the fin efficiency (see Eq. (8)) .  A 
proof is provided in the appendix. The local fin surface tempera- 
ture and the local heat transfer rate must be known to calculate 
the true fin efficiency. Zukauskas et al. did not make measure- 
ments that would provide this information. 

Summary and Conclusion 
An optical adaptation of the naphthalene sublimation tech- 

nique was described. This new approach for measuring sublima- 
tion depths offers an order of magnitude increase in spatial 
resolution but, in the implementation described, the uncertainty 
in local Sherwood number is higher than can be achieved using 
mechanical profilometry. The average local Sherwood number 
uncertainty using laser profilometry was ± 10 percent. The local 
uncertainty is a function of the local sublimation depth, and 
experiments require a compromise between local uncertainty 
and geometric distortion of the specimen. Therefore, Sherwood 
number uncertainties depend on the particular experimental ge- 
ometry of interest. If the Sherwood number uncertainty is ac- 
ceptable, the increased spatial resolution of laser profilometry 
makes optical methods for measuring sublimation depths attrac- 
tive. 

Local transport behavior in the second row of a finned tube 
bundle is influenced by flow impingement, boundary layer de- 
velopment, tube wakes (including those from upstream tubes), 
and a horseshoe vortex system. The spatial distribution of these 
flow features depends on the tube arrangement and relative fin 
height. Local mass transfer results were used to infer local 
heat transfer coefficients, and these data were in turn used in a 
numerical solution of the heat equation to determine the true 
fin efficiency. The results show that local variations in the heat 
transfer coefficient do not significantly affect the fin efficiency. 
This conclusion is contradictory to previous reports (Hu and 

Jacobi, 1993; Zukauskas et al., 1966), and a detailed discussion 
of the disagreement is p rov ided- -we  believe the earlier studies 
to be incorrect. 

The effects of bundle arrangement and fin height on local 
and average heat transfer performance are coupled. Low-finned 
tubes may perform better in a staggered arrangement, but the 
heat transfer performance of high-finned tubes is not as sensitive 
to bundle arrangement in the Reynolds number range studied. 
In-line arrangements can operate with a lower pressure-drop 
penalty, and by considering a standard performance evaluation 
criterion, the thermal performance of in-line, high-finned tubes 
was found to be comparable to the staggered arrangement. 
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A P P E N D I X  

Zukauskas' effective temperature, given by Eq. (20), only 
provides the correct mean surface temperature for cases of a 
constant heat transfer coefficient on the fin surface. To demon- 
strate that this assertion is true, consider integrating a local 
application of Newton's law of cooling over the entire finned- 
tube surface to obtain the total finned-tube heat transfer rate: 

Qf' = fAz, h{T(r, ¢)  - T=}dAf, (A- l )  

For a constant heat transfer coefficient, we may bring h outside 
of the integral and, upon rearranging, Eq. (A-1) can be written 
as follows: 

h = ~ = Qe' (A-2) 
Az,(~ fA¢ W(r, 4')dajt - r= ) 

Comparing Eqs. (A-2), (19), and (20), it is apparent that 
Zukauskas' definition for the mean temperature tacitly assumes 
that h is constant on the fin surface. 

To develop an expression for the correct mean temperature 
for cases where h varies on the fin surface, we must first recog- 
nize that the following definition of a mean convective heat 
transfer coefficient must be used if Eq. (18) is employed: 

-h=~fAj., h(r'q~)dAI' (A-a) 

Rewriting Eq. (19) we have 

Qj, 1",,= T o + - -  A~,~ 
Substituting Eq. (A-3) and rearranging with Newton's law of 
cooling, we obtain 

Tm = Z~ + Qft (A-4) 

fa r q daft , T ( r ,  qb)  - T=  

Equation (A-4) shows that experimental determination of the 
correct mean surface temperature requires heat flux (or local 
h) data. Since Zukauskas did not make these measurements, it 
is impossible to use his surface-averaged data to obtain true fin 
efficiencies. 
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Effect of Film Hole Row Location 
on Film Effectiveness on a Gas 
Turbine Blade 
Experiments were performed to study the effect of film hole row location on local 
film effectiveness distribution of a turbine blade model with air or C02 film injection. 
Tests were performed on a fve-blade linear cascade at the chord Reynolds number 
of 3.0 × lO s at the cascade inlet. A combination of turbulence grid and unsteady 
wake was used to create a higher free-stream turbulence level. The test blade had 
three rows of film holes in the leading edge region and two rows each on the pressure 
and suction surfaces. Film hole row locations were set by leaving the film holes at 
that row location open and covering the remaining rows. In addition, the additive 
nature of film cooling on the turbine blade model was examined by comparing the 
measured film effectiveness with the predicted effectiveness from the superposition 
method. Results show that injection from a different film hole row location provides 
a different effectiveness distribution on pressure and suction surfaces depending on 
local mainstream velocity and blade curvature. In most cases, the superposition 
method holds' downstream of the last film hole row. 

Introduction 
A continuing trend toward higher gas turbine inlet tempera- 

tures has resulted in improved gas turbine performance and 
higher heat loads on turbine blades. Therefore, sophisticated 
turbine blade cooling techniques must be employed to maintain 
the blade under the allowable metallurgical temperature limit. 
Mainstream turbulence generated by combustor and unsteady 
wakes shed by upstream stationary vanes may have an adverse 
impact on film cooling performance. This study focuses on 
the effect of film hole row location on local film effectiveness 
distribution for a turbine rotating blade model with air or CO2 
film injection, under high mainstream turbulence conditions. 

Nirmalan and Hylton (1990) reported an experimental study 
of turbine vane heat transfer with leading edge and downstream 
film cooling. Camci and Arts (1990) investigated convective 
heat transfer around a film-cooled gas turbine blade. Abhari and 
Epstein (1994) studied heat transfer on a film-cooled blade with 
time-resolved measurements under simulated engine conditions 
in a blowdown facility. Ito et al. (1978) and Haas et al. (1992) 
studied the effect of injeetant density on film effectiveness of 
a gas turbine blade under low mainstream turbulence and no 
wake conditions. They reported that at blowing ratios higher 
than 0.5, a higher density injectant produces higher film effec- 
tiveness, whereas this behavior reverses at the low blowing ratio 
of 0.5. Takeishi et al. (1992) compared the film effectiveness 
values for a stationary cascade less than 4 percent mainstream 
turbulence intensity and a rotor blade using the heat-mass trans- 
fer analogy. They reported that in the leading edge region and 
suction surface, film effectiveness values for cascade and rotor 
blade match well, whereas on the pressure surface, the cascade 
values are higher. 

Ou et al. (1994) and Mehendale et al. (1994a) studied the 
effects of incident unsteady wake conditions and injectant den- 
sity on blade heat transfer coefficient and film effectiveness 
from a linear turbine blade cascade. They reported that an in- 
crease in unsteady wake strength causes an increase in heat 
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transfer coefficient and a decrease in film effectiveness. They 
also reported that higher density injectant provides better film 
effectiveness at higher blowing ratios. Mehendale et al. (1994b) 
studied the effect of varying free-stream turbulence on heat 
transfer coefficient and film effectiveness of a film cooled tur- 
bine blade. Mehendale et al. (1996) studied the effect of film 
injection location on heat transfer coefficient distributions on a 
turbine blade. They observed that film injection promotes an 
earlier transition and the onset of transition depends on the film 
injection location. Ekkad et al. (1996) studied the combined 
effect of upstream unsteady wake and free-stream turbulence 
on heat transfer coefficient and film effectiveness of a film 
cooled turbine blade. 

This study is a continuation of Mehendale et al. (1996) and 
focuses on the effect Of film injection location on local film 
effectiveness distribution on a turbine blade model for two 
mainstream turbulence conditions (Tu = 0.75 percent and Tu 
= 16.4 percent) with air or COz film injection (D.R. = 0.97 or 
1.48). The effects of four different film injection locations were 
investigated: ( 1 ) film injection through three film hole rows in 
the leading edge region, called leading edge injection in this 
paper, (2) film injection through only one film hole row each 
on the pressure and suction surfaces (X/C = -0.13 and 0.18 ), 
called second row injection in this paper, (3) film injection 
through only one film hole row each on the pressure and suction 
surfaces (X/C = -0 .2  and 0.41), called third-row injection in 
this paper, and (4) film injection at all of the above-mentioned 
film hole row locations, called all-holes-open injection in this 
paper. 

The objectives of this study are to: ( 1 ) determine the changes 
in film effectiveness for different film injection locations, (2) 
investigate the combined effect of upstream unsteady wake and 
free-stream turbulence, blowing ratio, and injectant-to-main- 
stream density ratio on blade film effectiveness distribution for 
leading edge injection and second row injection only, and (3) 
examine the additive nature of film cooling on both pressure 
and suction surfaces. 

Test Apparatus and Instrumentation 
Figure 1 is a top view of the test section (Han et al., 1993). 

The test apparatus consisted of a low-speed, low-turbulence, 
suction-type wind tunnel with an inlet nozzle, a turbulence grid, 

Journal of Heat Transfer MAY 1996, Vol. 118 / 327 

Copyright © 1996 by ASME
Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 1 
grid 

/'°12°:;;:. 

L 

\ _ - ' ~  ~ ._  wake \ °°n°='°' 
 _Tu u,onco 

Top view of the linear cascade, wake generator, and turbulence 

a spoked-wheel-type wake generator, a linear turbine blade cas- 
cade with an instrumented blade at its center, and a blower. The 
blade and cascade configurations produced similar velocity ratio 
distributions as a typical advanced high-pressure turbine b l a d e  
row. The relative flow angles were 35 and -72 .49  deg, respec- 
tively, at the blade inlet and exit. A five-times scaled-up model 
simulated the engine Reynolds number. The cascade had five 
blades (each with 22.68 cm chord length and 25.2 cm radial 
span), all made from high-quality model wood. Blades were 
spaced 17.01 cm apart at the cascade inlet. Only the center 
blade had film holes and was instrumented with heater foils and 
thermocouples. 

Combustor turbulence was  simulated by a square mesh, 
square bar, biplanar turbulence grid, which generated free- 
stream turbulence. The turbulence grid had 0.5 cm square bars 
spaced 1.9 cm apart in both the horizontal and vertical direc- 
tions. The turbulence grid was located 30 cm (x/b = 63) up- 
stream of the cascade leading edge. The turbulence intensity 
and the integral length scale at the cascade inlet were estimated 
to be 5.7 percent and 1.1 cm, respectively, 

Unsteady wake, shed by the trailing edge of an upstream 
blade, was simulated using the spoked-wheel-type wake genera- 
tor (32 rods, each 0.63 cm in diameter, Han et al., 1993). The 
wake generator shaft was positioned 20 cm below the bottom 

wall of the wind tunnel. Wake Strouhal number was set by 
controlling motor speed and measming the wake generator rota- 
tion speed with a digital photo tachometer. 

Slots were machined in the top wall of the wind tunnel to 
insert flow measurement probes. Hot-wire probes inserted 
through slots near the cascade entrance measured oncoming 
flow velocity, turbulent fluctuations, and to check flow periodic- 
ity between adjacent flow passages (Han et al., 1993). Exit 
flow velocity was measured through slots near the cascade exit. 
Instantaneous velocity fluctuations at locations in the flow pas- 
sages were measured through remaining slots. A calibrated sin- 
gle hot wire, connected to a four-channel TSI IFA 100 hot- 
wire anemometer, was used to measure instantaneous velocity 
profiles. The anemometer signal (digitized by a Data Transla- 
tion DT 2831-G A/D board connected to a PC) was also con- 
nected to a spectrum analyzer for displaying instantaneous ve- 
locity profile and frequency distribution. 

Figure 2 illustrates a schematic of the top view of the test 
blade (Ou et al., 1994). Cavity 1 supplied three rows of film 
h o l e s - - o n e  near the leading edge, and one each on the pressure 
and suction surfaces. Cavity 2 supplied one row each on the 
pressure and suction surfaces. Cavities 3 and 4 supplied one row 
of film holes on the pressure and suction surfaces, respectively. 
Depending on its location, each row had 8 to 10 film holes 
between 30 and 70 percent of the blade span. Details of the 
film hole configuration (streamwise location, diameter, length, 
spanwise spacing, and compound angle) for this 5X model 
blade are presented by Ou et al. (1994).  Each cavity was con- 
nected with an individually controllable injectant (air or CO2) 
supply. Stainless steel foil strips (25.4 cm long × 1.8 cm wide 
× 0.00378 cm thick) were cemented vertidally on the test blade, 
except in the film hole regions where there was no foil. Two 
layers of  cellophane tape were used in these film hole regions 
to make the surface level with the rest of  the test surface. Holes 
were cut in the tape to match the holes in the blade. The foil 
strips were separated by 0.8 mm gaps filled with wood putty and 
made flush with the foil surface. All foil strips were connected in 
series by copper bus bars. When heated electrically, the foil 
strips provided constant wall heat flux boundary condition. 
Thirty-six gage copper constantan thermocouples were ce- 
mented on the undersides of the foil strips. There were nine 
rows of  thermocouples on the pressure surface and thirteen rows 
on the suction surface. Each row had four thermocouples (two 
along adjacent hole centerlines and two along centerlines be- 
tween adjacent holes) in the radial midspan region. Thermocou- 
ples mounted in the injection cavities measured the injectant 

N o m e n c l a t u r e  

b = turbulence grid bar width 
C = blade chord length, straight dis- 

tance between leading and trail- 
ing 

d = wake generator rod diameter 
D = film hole diameter 

D.R. = density ratio (injectant to main- 
stream) = p=lp~ 

h = local heat transfer coefficient 
I = momentum flux ratio (injectant to 

mainstream) = (pV2)=/(pV2)® 
k = local air thermal conductivity 

K = acceleration parameter = 
u/V 2. dV/dX 

M = blowing ratio (injectant to main- 
stream mass flux ratio) = (pV)=/ 
(pv)= 

n = number of rods in the wake gen- 
erator 

N = wake generator rotation speed, 
rpm 

P = film hole pitch 
q~rona = local conduction heat loss flux 

q~'ona.u = local conduction heat gain flux 
r/  qr,d = local radiation heat loss flux 
r,n = distance between the wake gen- 

erator shaft center and the cas- 
cade midspan 

Re = cascade inlet Reynolds number 
based on the blade chord = 
ViC/u 

S = wake Strouhal number = 
27rNdn/( 60V1 ) 

Taw = local adiabatic wall temperature 
T, = injection flow temperature 

within injection cavity 
Tu = mean turbulence intensity 
Tw = local wall temperature 

T= mainstream temperature at cascade 
inlet 

Ur = rotational velocity at the cascade 
midspan 

V = local mainstream velocity around 
the blade 

V1 = mean mainstream velocity at cas- 
cade inlet 

V2 = mean mainstream velocity at the 
cascade exit 

x = distance between turbulence grid 
and cascade leading edge 

X = streamwise distance from stagna- 
tion along blade suction surface 
( + ) or pressure surface ( - ) 

~7 = local film effectiveness 
r? = spanwise-averaged film effective- 

ness 
u = kinematic viscosity 
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Location P/D 

I 
Cavity 1: All Three 7.31 

Cavity 2: Pressure Side 6 .79  

Cavity 2: Suction Side 4 .13  

Cavity 3: Pressure Side 5 .00  

Cavity 4: Suction Side 5.71 
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Axial Radial Tangential  
Angle  Angle Angle 

90 ° 27 ° 

_ 32 ° 55 ° 

- 90 ° 45  ° 

- 35 ° 50 ° 

- 90* 30 ° 

Fig. 2 Schematic of test blade with film holes 

flow temperatures just before injection. All thermocouples were 
connected to a 100-channel FLUKE 2285B datalogger inter- 
faced with a PC. A multimeter and a current clamp measured 
the input voltage and line current for the test blade. 

Test Conditions and Data Analysis 
All tests were done at the chord Reynolds number (Re) of 

3 × l0 s at the cascade inlet (or 7.5 × 105 at cascade exit). 
The corresponding cascade inlet and outlet velocities were 21 
and 52 m/s. 

Two turbulence conditions at the cascade inlet were studied: 
(1) the low-turbulence condition (Tu = 0.75 percent) where 
the turbulence grid and all rods from the wake generator were 
removed, and (2) the high turbulence condition (Tu = 16.4 
percent), where the turbulence grid is 30 cm ( x / b  = 63) up- 
stream of the cascade leading edge and the wake generator 
rotates at N = 287 rpm, which corresponds to the wake Strouhal 
number S = 0.3 and the flow coefficient V~/Ur = d n / r m S  = 
1.9. The phase-averaged (or ensemble-averaged) method was 
used to obtain the time-dependent periodic velocity and time- 
dependent turbulence intensity. For this study, a mean turbu- 
lence intensity (Tu) is used to find the turbulence level of the 
combined grid turbulence and unsteady wake flow. The mean 
turbulence intensity is the mean value of the phase-averaged 
turbulence intensity over one period of unsteady flow, described 
in detail by Zhang and Han (1995). 

The injectant mass flux rate for a given row of injection holes 
was determined from the chosen blowing ratio and the local 
mainstream velocity at that location (as measured with a pres- 
sure tap instrrumented blade; Han et al., 1993). Tests were con- 
ducted at the blowing ratios of 0.5, 1.0, and 1.5. Air (D.R.  = 

0.97) or CO2 (D.R.  = 1.48) was the injectant used to study 
injectant-to-mainstream density ratio effect. Film injection, 
through the desired film hole rows, was achieved by sealing 
film holes at other locations and making the surface flush with 

the rest of the blade surface. Note that the mean value of the 
blowing ratio for the leading edge injection, the second row, 
and the third row injection are the same. However, the blowing 
ratio from each film hole row in the leading edge region may 
not be uniform. Also, the blowing ratios from the pressure and 
suction side film holes of the second row injection are different 
because both share the same injection cavity. 

During film effectiveness tests, the mainstream temperature 
at the cascade inlet (T=) was at ambient conditions and the 
injectant temperature within the injection cavity (Ts) was at 
50°C. As described by Mehendale et al. (1994a), local film 
effectiveness was calculated from 

Taw - T= Tw - T= (qgond + q~,d) -- q~ond.~ 
- - -  - -  + (1) 

T~ - T~ T~. - T~ h ( T ,  - T~) 

where h is the local heat transfer coefficient evaluated from 
corresponding heat transfer tests, described later, under the same 
film injection test conditions. Heat loss tests were performed to 
estimate total local heat loss. The second term of Eq. ( 1 ) repre- 
sents a corrective film effectiveness term to compensate for heat 
loss/gain during the experiments. This corrective term contri- 
butes less than 10 percent of the film effectiveness value. Four 
local film effectiveness values calculated from four local wall 
temperatures at a given streamwise location werealgebraically 
averaged to obtain the spanwise-averaged film effectiveness 
(7) at that location. The local heat transfer coefficient (h) in 
Eq. (1) was obtained from heat transfer tests. The results for 
heat transfer coefficient distributions are presented by Mehen- 
dale et al. (1996). Since the heat transfer coefficients are mea- 
sured at the same location as the film effectiveness, this study 
uses the results from Mehendale et al. (1996) in the correction 
term (second term in Eq. (1)).  The flow conditions are the 
same for both studies. 

An uncertainty analysis was carried out using Kline and 
McClintock' s method ( 1953). The wall-to-mainstream temper- 
ature difference mainly influenced the uncertainty in the film 
effectiveness. The uncertainty in film effectiveness for increas- 
ing X / C  increases because the wall-to-mainstream temperature 
difference decreases. According to Omega Engineering Inc., the 
uncertainty for a 36-gage copper-constantan thermocouple bead 
is about ±0.2°C. In general, the uncertainty of the wall-to- 
mainstream temperature difference is less than 6 percent for 
those locations where the film effectiveness are greater than 
0.1. Therefore, the uncertainty in the film effectiveness measure- 
ment is estimated to be less than 7.4 percent. However, the 
uncertainty in film effectiveness can be greater than 7.4 percent 
for those locations where the values are less than 0.1. 

Results and Discussion 
Ou et al. (1994) described the velocity profiles in the radial 

direction at the inlet and outlet of the passages adjacent to the 
instrumented blade. Results show that the inlet and outlet veloc- 
ity profiles in ,the flow paths are essentially uniform in the 
midspan region. In addition, the flow direction at the inlet and 
outlet of both flow paths was uniform. Thus, the film effective- 
ness values are free from the top and bottom wall boundary 
layer effects. An identical profile blade with static pressure taps 
was used to measure local mainstream velocity around the blade 
(Han et al., 1993). Han et al. (1993) presented the local-to- 
exit velocity ratio (V/V2)  distributions for several upstream tur- 
bulence conditions. The results show that unsteady wake or free- 
stream turbulence may not change the mean (time-averaged) 
velocity near the blade surface. Figure 3 shows the local-to-exit 
velocity ratio and calculated acceleration parameter (K) for 
Tu = 0.7 percent. These pressure gradients strongly affect the 
boundary layer transition and blade heat transfer. The velocity 
on the suction surface accelerates to about X / C  = 0.6 and then 
decelerates until the exit. However, the velocity decelerates to 
about X / C  = -0 .2  on the pressure side and then accelerates. 
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Figure 4 illustrates the effect of blowing ratio on spanwise- 
averaged film effectiveness distribution for film injection 
through leading edge film holes (Cavity 1 ). The effect of den- 
sity ratio with air or CO2 injection is also studied under free- 
stream turbulence intensities of Tu = 0.75 percent and 16.4 
percent. At either free-stream turbulence (Tu = 0.75 or 16.4 
percent), for air or CO2 injectant at all blowing ratio, film 
effectiveness on both suction and pressure surfaces decreases 
downstream of the film injection holes due to injectant dilution. 
Generally, film effectiveness increases with an increase in blow- 
ing ratio except downstream on the pressure surface. This may 
be because of the low injectant mass coming out of the film 
holes in the leading edge region at low blowing ratios. Film 
effectiveness is low for leading edge injection with the maxi- 
mum value of 0.2 achieved immediately downstream of the film 
hole by CO2 injection at the blowing ratio of 1.5. Note that no 
data are taken within the leading edge film hole region. 

For Tu = 0.75 percent, film effectiveness with air injection 
is higher than for CO2 injection except that the difference dimin- 
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ishes far downstream on the pressure surface at lower blowing 
ratios (M = 0.5, 1.0). This may be because the heat capacity 
of CO2 is 10 percent lower than that for air. It is well known 
that a lower heat capacity injectant implies a lower film effec- 
tiveness at the same conditions. However, CO2 injection pro- 
vides higher film effectiveness than air close to the film holes 
at a higher blowing ratio (M = 1.5), whereas film effectiveness 
with air injection is higher than with CO2 injection far down- 
stream. This may be because the jet lift-off effect for air injec- 
tion is stronger than for CO2 injection close to the film holes 
at higher blowing ratios (M = 1.5). 

For Tu = 16.4 percent, an increase in blowing ratio increases 
film effectiveness for both injectants on both pressure and suc- 
tion surfaces. The effect diminishes far downstream of injection. 
The effectiveness is lower for this case when compared with a 
low Tu = 0.75 percent. This is because the unsteady high- 
turbulence mainstream flow interacts with the injectant and dis- 
rupts the film coverage, which causes lower film effectiveness. 
Previous studies (Mehendale et al., 1994a; Ekkad et al., 1996) 
have shown that the unsteady high turbulence flow causes lower 
film effectiveness on both pressure and suction surfaces. 

Figure 5 shows the effect of blowing ratio on spanwise- 
averaged film effectiveness distribution for film injection 
through the second rows of film holes on the pressure and 
suction surfaces (Cavity 2, X / C  = -0.12 and X / C  = 0.19). 
The effect of density ratio with air or CO2 injection is also 
studied under free-stream turbulence intensities of Tu = 0.75 
and 16.4 percent. Overall, film effectiveness on both the suction 
and pressure surfaces decreases downstream of the film injec- 
tion holes due to injection dilution for both injectants at all 
blowing ratios. Film effectiveness on the pressure surface drops 
faster than on the suction surface. This may be caused by the 
higher local mainstream velocity on the suction surface at the 
second row injection location, which is about three times higher 
than on the pressure surface. Since the same cavity provides 
the injectant to both the pressure and suction surfaces, less 
injectant could be coming out of the pressure side holes than 
the suction side holes due to the mainstream velocity difference. 
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Fig. 6 Effect of film hole row location with air injection on ~/distribution 
at M = 0.5 for 7'0 = 0.75 and 16.4 percent 

Lastly, CO2 injection provides higher film effectiveness closer 
to film holes than air injection. However, air provides higher 
effectiveness far downstream. This may be due to the difference 
in jet momentum and heat capacity of the injectants. CO2 injec- 
tion at M = 1.0 produces the highest ~ near the film holes on 
the suction surface. However, the highest ~ near the film holes 
on the pressure surface is for air injection at M = 0.5. The 
injectant jets seldom lift off from the surface for CO2 injection 
due to the higher density producing higher effectiveness at 
higher blowing ratios (M = 1.0, 1.5). However, since CO2 jet 
momentum is small and has a lower heat capacity, air produces 
better film effectiveness than CO2 at a lower blowing ratio of 
0.5. In the second row injection case, the highest film effective- 
ness, about 0.3, is obtained for CO2 injection at the blowing 
ratio of 1.0. 

At a higher free-stream turbulence, the effect of blowing and 
density ratios on the film effectiveness is similar to that in 
the low turbulence intensity case. As mentioned earlier, film 
effectiveness at Tu = 16.4 percent is lower than that at Tu = 
0.75 percent due to the disruption of the film layer by the 
unsteady high turbulence. Film effectiveness decreases down- 
stream of injection faster for Tu = 16.4 percent than for Tu = 
0.75 percent for both injectants. Also, the differences in film 
effectiveness produced by the two injectants on the suction 
surface diminish at the high turbulence Condition. 

Figure 6 depicts the effect of film hole row location on span- 
wise-averaged film effectiveness for air injection at the blowing 
ratio of M = 0.5 under free-stream turbulence intensities of 
0.75 and 16.4 percent. Results from Ou and Han (1994) for air 
injection through the third row film holes on the pressure and 
suction surfaces (Cavities 3, X / C  = -0 .2  and cavity 4, X / C  = 
0.41) are shown for comparison. As shown, film effectiveness 
decreases downstream of the film holes for each injection loca- 
tion case (only leading edge injection, second row injection, 
and third row injection). At Tu = 0.75 percent on the suction 
surfaces, injections through the third row, the second row, and 
the leading edge row of film holes provides effectiveness in a 
decreasing order. Possible factors for this behavior (although 

blowing and density ratios and, thus, the momentum flux ratio 
remain the same) are the local mainstream velocity, the blade 
curvature, and the compound angle of the film holes (Figs. 2 
and 3) in the injection location. The local mainstream velocity 
increases from location to location (Fig. 3) for each injection 
location going from leading edge to second row to third row. 
Injection at a location with higher local mainstream velocity 
has higher mass flux and, therefore, has more film coverage 
over the surface. In addition, due to the curvature, the injectant 
from the third row film holes can easily attach to the surface 
to provide better film coverage when compared with the leading 
edge injection. Here, the third row injection provides the highest 
film effectiveness of 0.4. However, the second row injection on 
the pressure side provides the lowest film effectiveness. As 
explained earlier, this may be due to the low injectant mass 
coming out of the film holes on the pressure side. Similar trends 
are also observed for air injection at the blowing ratios of 1.0 
and 1.5 (not shown here). 

At the higher mainstream turbulence intensity of Tu = 16.4 
percent, the effect of film hole row location on film effectiveness 
is the same as for the lower mainstream turbulence case. How- 
ever, as mentioned earlier, film effectiveness values are lower 
since the highly turbulent unsteady flow disrupts the film cover- 
age. 

Figure 7 displays the effect of film hole row location on 
spanwise-averaged film effectiveness, for CO2 injection at the 
blowing ratio of M = 1.5, and at the turbulence intensities of 
Tu = 0.75 and 16.4 percent. Results from Ou and Han(1994) 
for CO2 injection through the third-row film holes on the pres- 
sure and suction surfaces (Cavities 3 and 4) are shown for 
comparison. The effects of film hole row location and turbu- 
lence intensity on local spanwise-averaged film effectiveness 
are similar to those for air injection. However, the third row 
holes provide only a slightly higher effectiveness compared to 
second row holes on the suction side and the second row injec- 
tion on the pressure side has a higher film effectiveness (instead 
of lower for the case of air injection in Fig. 6) than the leading 
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edge injection. This may be caused by different injectant densi- 
ties. 

Muska et al. (1976) applied a method of superposition to 
predict the cumulative effect of film cooling from multiple in- 
jection rows. Sellers (1963) first demonstrated this method for 
injection from multiple slots. The superposition method for mul- 
tiple row injection proposes that the overall film effectiveness 
from a group of rows of holes can be calculated from data or 
correlations for injection one row at a time. The single rows of 
holes in this study are the leading edge film holes, the second 
rows of film holes, and the third rows of film holes, each of 
which individually produces a film effectiveness of r h , ~72, and 
~73, respectively. The predicted overall film effectiveness r/was 
calculated based on the superposition model as follows: 

~7 = r/l + r/2(1 - ~71) + r/3(1 - r/l)(1 - q2) (2) 

Figure 8 compares the predicted overall film effectiveness 
for air injection on both the pressure and suction surfaces from 
the leading edge, second row, and the third rows of film holes 
with the measured data for the all-holes-open case, at the blow- 
ing ratio of 1.0 and at the mainstream turbulence intensities of 
0.75 and 16.4 percent. Results from Ou and Han(1994) for air 
injection through the third row film holes on the pressure and 
suction surfaces (Cavities 3 and 4) and from Ekkad et al. (1996) 
for air injection (M = 0.8 and 1.2) through all rows of film 
holes are shown for comparison. On both the pressure and suc- 
tion surfaces, at a mainstream turbulence intensity of Tu = 0.75 
percent or Tu = 16.4 percent, the additive nature is not evident 
in the region between the second and third film hole rows. This 
is because the injectant-malnstream interaction gives rise to a 
three-dimensional flow in this injection hole region. Another 
reason may be due to different compound angles for each film 
row location (Fig. 2). However, favorable agreement is ob- 
served between the predicted and measured film effectiveness 
downstream of the third row injection region where a two- 
dimensional boundary layer develops. One exception is the case 
of film injection on the suction surface at the turbulence inten- 

sity of Tu = 0.75 percent, where the superposition model over- 
predicted the all-holes-open film effectiveness. 

Figure 9 shows a trend, consistent with air injection, for COz 
injection at the blowing ratio of 1.0 at the turbulence intensities 
of 0.75 and 16.4 percent. 

Similar results are also evident for air and CO2 injection at 
the blowing ratios of 0.5 and 1.5, at the turbulence intensity of 
0.75 and 16.4 percent (not shown). The additive nature of film 
cooling on the turbine blade model agrees with Takeishi et al. 
(1992), who reported that the superposition film cooling model 
does not hold between the film hole rows. However, far down- 
stream, a two-dimensional boundary layer develops. Note that 
the superposition method was developed for multiple rows of 
film holes with the same injection angles on a flat surface. 

Concluding Remarks 
The effect of film hole row location on film effectiveness 

distributions was investigated on a model turbine blade, with 
air (D.R. = 0.97) or CO2 (D.R. = 1.48) film injection, in a 
linear cascade. Tests were performed at the chord Reynolds 
number of 3.0 × 105 at the cascade inlet (or 7.5 x 105 at the 
cascade exit), at free-stream turbulence intensities of 0.75 and 
16.4 percent at the cascade inlet, and at blowing ratios of 0.5, 
1.0, and 1.5. The main findings were: 

1 Film effectiveness is low and increases with an increase in 
blowing ratio for leading edge injection. CO2 injection produces 
higher effectiveness closer to the film holes but air injection 
produces higher values far downstream. 

2 Film effectiveness drops faster on the pressure side than 
on the suction side for the second row injection. CO2 injection 
produces higher effectiveness than air near the film holes but 
lower effectiveness far downstream. The highest effectiveness 
is produced near film holes by CO2 injection at M = 1.0. 

3 An increase in mainstream turbulence intensity reduces 
film effectiveness over the entire blade surface for all cases of 
film hole row location, both density ratio injectants, and at all 
blowing ratios. 
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4 Film effectiveness values for injection through the third 
rows, the second rows, or leading edge are in decreasing order 
for both injectants on both the pressure and suction surfaces. 
However, second row injection on the pressure side has the 
lowest effectiveness at M = 0.5. 

5 For both air or CO2 injection at Tu = 0.75 percent and 
Tu = 16.4 percent, the superposition method holds downstream 
of the third film hole row on both the pressure and suction 
surfaces (except on the suction surface at Tu = 0.75 percent). 
However, it tends to underpredict the film effectiveness in the 
region between the second and third film hole rows. 
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Local, Instantaneous Heat 
Transfer Coefficients for Jet 
Impingement on a Phase 
Change Surface 
The local variation in the heat transfer coefficient for an axisymmetric, turbulent, 
submerged liquid je t  impinging on a nonuniform boundary of a phase-change material 
is measured with an ultrasonic measurement technique. The time required for  an 
acoustic wave to traverse the phase-change material is measured with an ultrasonic 
transducer and the time data are converted into local thickness profiles of  the phase- 
change material via knowledge of  the longitudinal acoustic velocity in the material. 
An energy balance at the melt interface between the impinging je t  and the phase- 
change material is used in conjunction with the local thickness profile data to deter- 
mine the local variation in the heat transfer coefficient. The phase-change material 
is originally flat, but its shape changes with time as the heated jet  melts a complex 
shape into its surface. The heat transfer rate over the surface of  the melting interface 
is shown to vary with time as a result of  the changing shape of  the phase change 
material. A deep cavity is melted into the solid at the stagnation point and secondary 
cavities are melted into the interface for  certain je t  flow rates and surface spacings 
between the je t  nozzle and the melt interface. When secondary cavities are produced, 
secondary peaks in the local heat transfer coefficient are observed. The heat transfer 
data are formulated into two Nusselt number correlations that are functions of  the 
dimensionless time, dimensionless radius, dimensionless jet-to-surface spacing, and 
je t  Reynolds number. One correlation is formulated for  all locations along the surface 
of  the phase-change material except the stagnation point, and a second correlation 
is valid at the stagnation point. 

In troduct ion  

The phenomenon of jet impingement on a phase-change sur- 
face can occur in numerous applications, such as in the mining 
and excavating industries where high-pressure jets are often 
used for cutting and wielding of frozen media (Yen and Zehn- 
der, 1973). Yen (1974) described the application of a bubble- 
induced subsurface warm water jet to de-ice frozen structures 
in cold regions operations. Epstein et al. (1980) investigated 
the simultaneous freezing of a molten jet and melting of a 
subcooled impingement surface, which is a situation that is 
prevalent in fast reactor safety research. Stefanick (1988) used 
a nonacoustic method to locate stationary nuclear submarines 
in the Arctic regions by detecting the condenser discharge water 
where it contacts the glacial ice. Chatwani et al. ( 1991 ) recently 
documented a new type of steel scrap furnace that involves a 
jet of combustible gases that impinges onto submerged solid 
scrap. 

The literature on jet impingement heat transfer is typically 
divided into two categories: submerged jet impingement and 
free jet impingement. The major distinguishing feature between 
the two is that the densities of the jet fluid and of the surrounding 
medium are nearly the same for the submerged case, while for 
free jet impingement, the densities of the jet fluid and the ambi- 
ent fluid are drastically different. Womac et al. (1993) have 
documented the differences in heat transfer characteristics be- 
tween the two cases using various liquids and this issue will 
therefore not be discussed here. While most of the previous 
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work to date on jet impingement heat transfer has focused on 
either free liquid jets in air or submerged gas jets, the emphasis 
of this paper is on a submerged water jet issuing into stagnant, 
ambient water. 

The existing literature reveals numerous studies in which heat 
transfer coefficients have been experimentally measured for jet 
impingement on normal, stationary surfaces (Brdlik and Savin, 
1965; Donaldson et al., 1971; Metzger et al., 1974; Giralt et 
al., 1977; Kiper, 1984), but few studies have been carried out 
in which a jet impacts a phase-change material in which a 
concave surface changes shape during the process. In an attempt 
to study an economic means for tunneling, Yen and Zehnder 
(1973) experimentally investigated the melting of an ice block 
subject to a highly pressurized, turbulent, axisymmetric, sub- 
merged impinging jet. By correlating weight loss data recorded 
by a load cell as a function of time, average Nusselt number 
relations were derived as a function of jet discharge temperature. 
Gilpin (1973-74)  experimentally measured the thawing of 
high-ice-content soils by investigating the impingement of a 
turbulent, axisymmetric, unsubmerged high-pressure water jet, 
and he observed that the melt rate of the ice was linearly depen- 
dent on the jet temperature. Average Nusselt number correla- 
tions were developed as a function of a modified Reynolds 
number, which was dependent on the pressure of the jet at the 
nozzle discharge. Lipsett and Gilpin (1978) studied an axisym- 
metric unsubmerged water jet impinging on a melting surface 
by using a finite element method to solve the conservation 
equations. However, they investigated jet Reynolds numbers 
only in the laminar flow regime. They obtained expressions for 
the local Nusselt number as a function of the Reynolds number 
and the radial distance from the stagnation point for various 
Stefan numbers. However, when they solved the equations in 
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the free region, they ignored any curvature effects of the ice 
and they assumed that the ice maintained its initially fiat profile. 

Jusionis (1970) was one of the first to develop heat transfer 
correlations for jet impingement on a curved surface in his study 
on stagnation-point cooling on the leading edge of supersonic 
vehicles. Both local and average Nusselt number correlations 
were determined for gas impingement on a concave surface as 
a function of angular displacement from the stagnation point 
along a surface, nozzle-to-surface (stagnation point) spacing, 
and jet discharge temperature. He concluded that nozzle-to- 
surface spacing for a jet impinging on a concave surface has 
less effect on the heat transfer rate than it does for a fiat plate. 
Dyban and Mazur (1970) investigated turbulent gas impinge- 
ment on a narrow parabolic shaped concave enclosure. The 
angle of attack of the nozzle with respect to the surface was 
varied and Nusselt number correlations were obtained as a func- 
tion of angular distance from the effective stagnation point. 
They noted marked differences in the distribution of the local 
heat transfer coefficients in comparison to the flat plate case. 
More recently, Hrycak (1982) completed a study of gas im- 
pingement on a hemispherical plate. Both local and average 
Nusselt number correlations were developed and they were 
found to vary with angular coordinate, nozzle-to-plate spacing, 
Reynolds number, Prandtl number, and nozzle diameter. 

In this study, the local, convective heat transfer coefficients 
are determined for the situation that results when a forced, 
turbulent, submerged water jet impinges normally on a hori- 
zontal sheet of ice that is initially fiat. As the heated, axisymmet- 
ric jet flows over the impingement surface of the ice, the ice 
melts and the shape of the surface changes and the flow pattern 
over the interface changes from a normal stagnation point flow 
to flow over a concave surface, producing variations in the local 
heat transfer coefficient with respect to time. An energy balance 
on the phase-change surface produces an expression for the 
local heat transfer coefficient as a function of interfacial velocity 
and slope of the ice/water interface. Values for these two quan- 
tities are determined through measurements of the interface 
profile that are obtained with a dual element high-frequency 
ultrasonic transducer. The distinguishing feature of the work 
presented in this paper from previous jet impingement heat 
transfer studies is the incorporation of (1) a melting interface, 
(2) a nonuniform impingement surface, and ( 3 ) the time-depen- 

dent nature of the flow pattern and heat transfer. The resulting 
Nusselt number correlations for all locations along the ice sur- 
face, including the stagnation point, are the first reported for jet 
impingement that includes Phase change for the given condi- 
tions of the jet. 

Experimental Procedure 
A schematic of the ice/water melt interface is shown in Fig. 

1. An energy balance at the solid/liquid interface yields the 
well-known expression (6zi~ik, 1980) 

OT, 
pshsfvn = k~ -~-  - h(r ,  t)(Tj - Tin) (1) 

where the latent heat term on the left side is balanced by the 
difference between the conductive heat transfer through the ice 
and the convective heat transfer in the liquid. The variable, n,  
represents the coordinate direction that is normal to the interface 
into the liquid and v,, is the velocity of the interface along n. 
A more convenient form of Eq. (1) expressed in cylindrical 
coordinates is (see appendix for the derivation) 

p,h,: 0-----~ - - - =  -~-  \ Or ] + 1  

m] 0 . ,  

\ Or (2) 

where the term Orl(r, O/Or represents the local, instantaneous 
slope or curvature of the ice interface and &l(r,  t)/Ot represents 
the velocity of the interface in the axial (z) direction. 

Equation (2) can be simplified by recognizing that the con- 
ductive term is negligible in comparison to the convective and 
latent terms. A computer model was developed to estimate the 
magnitude of the each of the three terms. The computer model 
was capable of simultaneously evaluating both the position of 
the moving interface and the temperature distribution within the 
solid by solving the two-dimensional, transient energy equation 
in the solid. The model utilized a line iterative front tracking 
scheme with a method-of-lines finite differences discretization 
that employed an invariant embedding solution technique simi- 

N o m e n c l a t u r e  

CL = longitudinal speed of sound, r 
m/s A r  

d = diameter, mm 
fJ (r)  = polynomial expression of Red 

the thickness profile for 
each traverse Ste 

F = variable defining the surface t 
of the interface (Appendix t* 
A) t/ 

g = gravitational acceleration, 
mZ/s At  = 

h(r ,  t), h = local heat transfer coeffi- 
cient, W/m2-K T = 

hsl = latent heat of fusion, J /kg u = 
H = initial thickness of ice sheet, 

mm 
k = thermal conductivity, W/m-  v = 

K z = 
n = direction normal to the in- Z = 

terface 
ff = unit normal in the n direc- 

tion 
Nu = Nusselt number = h(r ,  t)di/ 

kj 

= radial coordinate 
= radial distance between 

measurement points, mm 
= Reynolds number based on 

jet diameter = vjdj/uj 
= Stefan number 
= time, s or min 
= dimensionless time = vjt/d i 
= time-of-flight of sound wave 

through the ice, #s 
elapsed time between given 
traverse and t = 0, s 
temperature, K 
uncertainties in various in- 
dependent parameters (Eqs. 
( 1 1 ) - ( 1 5 ) )  
velocity, m/s 
axial coordinate 
distance between nozzle and 
ice, mm 

7(r ,  t),  r / =  instantaneous location of in- 
terface in coordinate system 
shown in Fig. l ,  mm 

Ar/(r,  t) = difference in ice thickness 
between measurements, mm 

u = kinematic viscosity, m2/s 
p = density, kg/m 3 

Subscripts 
beg = centerline measurement 

i = radial location of interest 
j = jet discharge 
m = melt 
n = direction normal to the 

interface 
o = stagnation condition 
s = solid phase 
t = control tank 

w = supply water 

Superscripts 
j = current time step 
0 = time zero 
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Fig. 1 Schematic of solid/liquid melt interface 

lar to the method developed by Meyer ( 1978, 1981 ). The accu- 
racy of the model was found to be excellent when compared to 
other models that can be used to solve moving boundary prob- 
lems, such as standard finite difference, finite element, and en- 
thalpy methods. Details of the formulation and results of the 
numerical solution are given by Bhansali (1994). A conserva- 
tive estimate of the heat transfer coefficient was used in the 
simulation for a variety of initial ice temperatures ranging be- 
tween -2°C and -20°C. A conservatively low value for the 
heat transfer coefficient was chosen in order to provide the 
maximum possible error when the conductive term was ne- 
glected. Typical dimensions of the ice used in the experiment 
ranged from an initial thickness between 89 mm and 114 mm 
(nearly 3.5 and 4.5 in.) with a diameter of approximately 0.495 
m (19.5 in.). The results of these simulations are shown in Fig. 
2. They indicate that the conductive term constituted a maxi- 
mum of only 7 percent of the total heat transfer at the interface 
after one minute of elapsed time assuming that the initial tem- 
perature of the ice was no lower than -10°C. Therefore, as long 
as measurements taken at times less than about one minute were 
eliminated, Eq. (2) could be simplified and rearranged such 
that the local instantaneous heat transfer coefficient could be 
estimated by 

&7(r, t) 
p s h s f  - -  

Ot 
h(r, t) = - 2 0.5 (3) 

( r j - T m ) [ ( - ~ )  + l I 

The initial ice temperatures in the experiments varied between 
-5°C and -9°C. Since the value for the heat transfer coefficient 
used in the computer model was much less than the experimen- 
tally measured values, the error due to neglecting the conductive 
term is actually less than that predicted by the model. Since the 
density, p~, the latent heat of fusion of the ice, h.~s, and the 
temperature difference between the jet and the melting ice (Tj 
- Tin) are known constants, the convective heat transfer coeffi- 
cient can be determined once the velocity of the melt interface, 
O~(r, t)/Ot and the slope of the ice/water interface, O~(r, t)/ 
Or are measured. 

• 45 
40 

W/mZ.K I 30 11=400 
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8 15 \ /~- .  -20c 

i ! 
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Fig. 2 Conductive heat transfer at the melt interface as a function of 
time 

A schematic of the experimental apparatus used to measure 
the melt velocity and slope of the ice/water interface is shown 
in Fig. 3. A fractional horsepower single-speed, centrifugal 
pump was used to deliver water from a supply tank that was 
maintained at a constant temperature, Tw = 30°C. The jet water 
temperature was also monitored and maintained the same as Tw 
while the volumetric flow rate of the jet was measured with a 
standard rotameter. The control tank had a diameter of 0.546 
m (21.5 in.) and it contained the ambient water. The diameter 
of the nozzle in the bottom of the control tank was 15.2 mm 
(0.6 in.). Thermocouples were placed along the inner wall of 
the control tank to monitor the temperature of the ambient water, 
T,, which was initially 19°C. The ambient fluid temperature was 
subject to a possible rise during the course of a given experi- 
ment, but the temperature rise did not exceed 0.8°C during the 
course of any experiment. The fact that the temperature rise 
was minimal can be attributed to the fact that cold water was 
continually being "injected" into the jet boundary layer as a 
result of the melting. All temperatures were monitored with 
standard type T thermocouples. After exiting the nozzle, the jet 
was directed vertically upward in the form of a heated water 
jet that impinged on the under side of the ice sheet. A drain 
line connected to the bottom of the control tank allowed the 
water level in the tank to be maintained at a constant height 
and it therefore was used to prevent any vertical motion of the 
ice during each experiment. 

Each sheet of ice had an initial diameter of approximately 
0.495 m (19.5 in.) and ranged in initial thickness, H, between 
89 mm and 114 mm (3.5 in. and 4.5 in.). Deaerated water was 
frozen in the form of large blocks and the ice sheets were cut 
from these blocks. The ice sheets were placed in an insulation 
sleeve to prevent heated water from contacting the edge of the 
ice sheet and also to minimize radial melting. The sleeve was 
constructed from a closed-cell polyethylene foam. The sleeve 
was 25.4 mm (1 in.) thick and had a 25.4 mm (1 in.) lip on 
the bottom that protruded radially inward and rigidly held the 
ice in place. Once the ice sheets were positioned in the insulation 
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Fig. 3 Experimental model 
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sleeve, they were then placed into the control tank that had 
been filled with ambient water to the required elevation. Any 
air that remained between the bottom surface of the ice and the 
ambient water level was then removed before the experiment 
was initiated. 

Since the instantaneous, local measurement of the thickness 
of ice was needed to determine the convective heat transfer 
coefficient, it was necessary to process and measure the time 
of transit of the reflected wave from the melting interface of 
the ice layer. Time-of-flight measurements were performed with 
a dual element 2.25 MHz ultrasonic transducer as shown in Fig. 
3. An electronic signal generator produced the acoustic wave, 
a couplant was used between the transducer and the medium to 
transfer the input energy into the specimen, and a receiving 
transducer collected the acoustic wave upon reflection at the 
ice/water interface. A gated input signal in the form of a sine 
wave was produced by a function generator that was pulsed with 
a pulse generator. A wide-band ultrasonic receiver amplifier was 
used to eliminate low-frequency noise between 0.5 and 4.0 
MHz. A dual channel digital oscilloscope was used to display 
the incident input and reflected signals. An interface board with 
a data transfer rate of 1 megabyte/s was installed on a PC- 
compatible computer to allow communication between the os- 
cilloscope and the computer. More details of the acoustic appa- 
ratus are given by Bhansali et al. (1996). 

Once the acoustic wave encountered the ice/water interface, 
it was reflected back toward the top surface of the ice, displayed 
on the oscilloscope, and eventually downloaded onto the hard 
drive of the computer in a data file. Each measurement or data 
point consisted of a time-averaged value of 256 readings, which 
were sampled by the oscilloscope. There were a total of 1147 
data points in all of the experiments combined. The thickness 
of the ice, r~(r, t), was then calculated based on the measured 
time of flight, t z, and a knowledge of the longitudinal acoustic 
velocity in ice by using the following equation: 

rl(r, t) ~ cLty (4) 
2 

A single traverse of the ice consisted of scanning the top 
surface and collecting time-of-flight measurements at 12.7 mm 
(½ in.) increments from the centerline to the outer edge of the 
ice. The elapsed time between two adjacent radial locations 
across the ice surface ranged between five and seven seconds. 
During the course of a single experiment, prior to the center of 
the ice melting through, four to six traverses were completed 
across the surface of ice. 

Equation (3) signifies that the heat transfer coefficient de- 
pends upon the curvature at the interface and the melt rate of 
the interface because both of these parameters were dependent 
on the radial location. Thickness measurements on the ice indi- 
cated that the melt rate at each radial location was approximately 
constant over the majority of a 13 minute duration of a typical 
experiment with a slight deviation in the linear behavior near 
the end of the experiment (see Fig. 4). Since the velocity varied 
in this manner at all radial locations, the velocity of the interface 
could be approximated, in conjunction with Eq. (4), as 

zx / 7 / -  
- - -  - (5) 

Ot At~ At~ 2At~ 

where the superscriptj represents data collected during the cur- 
rent traverse, the superscript 0 represents data at time, t = 0, 
and the subscript i denotes a specific radial location. 

The approximation of the slope, &7(r, t)/Or, in Eq. (3) was 
based on a least-squares regression analysis of the thickness 
profile data for each traverse. Although the thickness data at 
each radial location for each traverse were not obtained simulta- 
neously, the data could be extrapolated back to the time at 
which the centerline measurement was made because the melt 
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rate at each radial location was found to be constant. The regres- 
sion yielded a polynomial expression at each traverse for the 
thickness as a function of radial distance from the stagnation 
point. This expression could then be differentiated and evaluated 
at discrete radial locations to give the required slope 

O~( r, t) 
f L / i ( r ) l  .... (6) 

Or dr 

where i f ( r )  is the polynomial expression and tbeg is the time at 
which the centerline measurement was made for each traverse. 

Uncertainty Analysis 
Since this paper describes a new experimental methodology 

for evaluating heat transfer coefficients, it is important that the 
uncertainty analysis be presented in some detail. Equation (3) 
reflects the dependency of local heat transfer coefficient on 
thermal properties, h, I and p~, as well as on other measured 
quantities, ( ~  - T,.), Orl(r, t)/Ot, and O~7(r, t)/Or. Since the 
errors in each of the variables are random, they can be combined 
in the quadrature such that the uncertainty in the heat transfer 
coefficient can be represented as (Taylor, 1982) 

Uh = U0. ~ + Uh,j. + 0(Tj --- T,n) ua) r,,,) 

(oh )2( oh )2)o.5 
+ O(OrllOt ) u~j~/o, + O(O-~Or) uawor (7) 

Ideally, each individual experiment should be repeated suffi- 
cient times that the reliability of the results could be assured 
by using multiple-sample statistical methods. However, repeti- 
tion was not feasible in this study and hence, each data point 
obtained in this study was a result of a single-sample estimate. 
Hence, the standard procedure for evaluating uh could not be 
applied. However, Kline and McClintock (1953) developed a 
methodology that has been used as the standard (by AIAA) for 
evaluating uncertainty in single-sample experiments. 

The ability to evaluate the uncertainty in the heat transfer 
coefficient lies in the ability to determine the uncertainty in 
each of the independent variables, as shown in Eq. (7). Keenan 
(1970), Hobbs (1974), and Eisenberg and Kauzmann (1969) 
have documented values of the latent heat of fusion of water 
at atmospheric pressure to be within 0.11 percent of each other 
so the uncertainty in the latent heat of fusion was assumed to 
be negligible in this study. The density of ice at the fusion 
temperature is also well documented (Lonsdale, 1958; Ginnings 
and Corruccini, 1947) and this value was used in Eq. (3). 
However, since the initial ice temperature was as low as -9°C, 
the maximum possible uncertainty in the density was deter- 
minedto be 2.3 kg/m 3. Standard copper-constantan type-T ther- 
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mocouples were used in the experiment to measure relative 
temperatures, and as specified by the manufacturer, the maxi- 
mum uncertainty in measuring these temperatures was 1.21°C. 
The digital thermometer used in the apparatus was calibrated 
over the range of temperatures experienced in any given experi- 
ment and its uncertainty was found to be negligible in compari- 
son to the uncertainty associated with the thermocouple. 

By inspection of Eqs. (4) and (5),  it can be seen that the 
evaluation of the uncertainty in the melt velocity, O~?(r, t)/ 
Ot is dependent on the individual uncertainties of the acoustic 
velocity, the time of flight, ty, and the time elapsed up to the 
current traverse, At ,  and can be expressed as (Taylor, 1982) 

{ 
I (,9~7/~9t) I , ,eL/  \ t f /  \ A t /  J 

While the acoustic velocity, and therefore its uncertainty, both 
vary with the type of ice and its crystalline structure, Hobbs 
(1974) has documented that only one type of ice, hexagonal 
type Ih, is possible for water frozen at atmospheric pressure 
above -80°C. The ice used in this study was well within this 
regime and the value of the acoustic velocity used in this study 
was the average of the values obtained at the melt temperature 
from various references (Kaye and Laby, 1973; Krautkramer 
and Krautkramer, 1990; Hobbs, 1985, 1974; Smith and Kishoni, 
1986). Hansman and Kirby's (1985) study further verified that 
the acoustic velocity in ice was insensitive to the type of ice, 
either glazed, rimed, or crystalline. The maximum uncertainty 
in the acoustic velocity was then determined to be the maximum 
variance between any two of the values from the cited refer- 
ences. The dependence of cc on temperature over the range of 
ice temperatures experienced in this study was negligible. The 
uncertainty in ty was specified by the manufacturer of the trans- 
ducer to be 0.0195 ms while the uncertainty in At  was negligible 
compared to the uncertainty in c~ and tf. 

The uncertainty in the curvature was more involved since 
there were three possible sources of error: (1) uncertainty in 
the thickness measurements (time-of-flight readings), (2) un- 
certainty in the radial location at which the transducer was 
positioned, and (3) uncertainty in the regression analysis. Since 
no analytical expression for the uncertainty in the curvature was 
attainable, a Monte Carlo simulation technique was performed 
for each traverse of each experiment to determine the maximum 
uncertainty in the slope (Scott, 1995). Having determined the 
uncertainty in each of the independent variables, Eq. (7) was 
then used to evaluate the maximum uncertainty in the heat 
transfer coefficient, which was determined to be 128 W/m2-K. 
All the individual uncertainties used in this study were within 
the 95 percent confidence interval. 

ice height was decreased. The local heat transfer coefficient was 
found to have a relatively weak dependence on the nozzle-to- 
ice height except in the region close to the stagnation point. 
The heat transfer coefficient at each radial location was also 
found to decrease with respect to time due primarily to two 
factors: ( 1 ) an increase in the curvature close to the centerline 
with respect to time, which leads to a general decrease in liquid 
velocity over the surface of the ice, and (2)  an accumulation 
of a stagnant water layer underneath the ice that serves as a 
thermal resistance to heat transfer. 

The shape of the surface of the ice can significantly affect 
the value of the local heat transfer coefficient. Figures 5(a ,  
b) represent the local variation in the heat transfer coefficient 
corresponding to the ice thickness profiles shown in Figs. 6(a ,  
b) respectively. In the case of the larger Reynolds number, the 
presence of a steep cavity begins to appear in the third and 
fourth traverses, which inhibited the spreading of the jet across 
the surface of the ice, reducing the heat transfer process at the 
stagnation point and causing a rapid decline in the local transfer 
coefficient in the radial direction. 

Figures 6(a ,  b) show the radial variation in the thickness 
profiles for extreme cases. Figure 6(a)  represents a test that was 
performed at the lowest Red and highest Z/dj while Fig. 6(b)  
represents a case that was performed at the highest Red and lowest 
value Z/dj. By inspection of Fig. 6(a) ,  it can be seen that a 
slightly sloping profile exists along the ice/water interface for 
the small Reynolds numbers and large nozzle-to-ice spacings 
while Fig. 6(b)  shows that the profile of the interface can have 
a more complex shape for the other extreme case. For the data 
represented by the conditions Red = 15,370 and Z/dj = 5.8, the 
jet bored a somewhat narrow, steep cavity into the ice that was 
centered at the stagnation point. The steep curvature of the cavity 
deflected the jet downward, inhibiting flow in the radial direction. 
In addition, the water was sufficiently cooled while in contact 
with the ice in the cavity so that the buoyancy of the heated jet 
was reduced. When the temperature of the water in the jet 
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Experiments were performed for jet Reynolds number in the 
Fig. 5 (a )  turbulent regime between 6150 and 15,370. Since the average Z/dj = 4S 

heat transfer coefficients have been shown to be independent 
for Z/dj < 7 (Sitharamayya and Raju, 1969; Rao and Trass, ~. 7ooo 

1964), the majority of the experiments were performed at values 7~ 6000 
of Z/dj outside this range. Values of Z/dj were varied between 
5.8 and 20. The characteristic temperature difference employed ~ 5ooo 
in the definition of the heat transfer coefficient in this study ~ 4000 
was the one utilized in most jet impingement studies: that is, o 
the difference between the jet discharge temperature and the ~ 3000 
impingement surface temperature, (Tj - Zm). Even though the ~ 2000 
ambient temperature of the water in the tank was not regulated, ~ 1000 
it remained practically constant during all experiments and 
therefore the use of (Tj - Tm) as the temperature difference in 
the definition of the heat transfer coefficient was reasonable. 

The general trends in the data suggest that the melt rate 
and hence, the magnitude of the local heat transfer coefficient, 
increased as the flow rate was increased and/or the nozzle-to- 
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dropped below the temperature of the ambient fluid, it entrained 
surrounding fluid and created a secondary circulation cell, shown 
schematically in Fig. 7. The occurrence of the secondary cell 
tended to produce a second shallow cavity in the ice farther away 
from the stagnation point. When this flow phenomenon occurred, 
an annular lip of ice remained between the deep central cavity 
and the shallow secondary cavity near the outer edge of the ice 
sample. This type of ice surface profile can be seen in the data 
illustrated in Fig. 6 (b),  especially during the third and fourth 
traverses of the ice. 

Heat Transfer Coefficients. The shape that the ice attained 
as it was melted by the jet played a large role in determining 
the local heat transfer coefficients. In particular, a secondary 
peak in the local heat transfer coefficient can result that is solely 
dependent on the curvature along the interface. Martin (1977) 
also documented secondary peaks in the heat transfer coefficient 
for the case of submerged impingement on a normal, flat sur- 
face, but he attributed these peaks to transition from the laminar 
to turbulent flow regimes in the wall jet region that is radially 
displaced from the stagnation point. Although previous studies 
have considered jet impingement on nonuniform surfaces, the 

Container Wall 

S e c o n d a r y  I I Secondary 

Cell Jet Cell 
Circulation Circulation 

Fig. 7 Schematic of secondary flow cells 

issue of heat transfer on a melting concave surface that continu- 
ally changes shape has not been addressed. 

For low Red and large values of Z/dj, the local heat transfer 
coefficients were found to decrease gradually from the stagna- 
tion point, while at higher values of Red and lower values of 
Z/di, the trend in the local heat transfer coefficients reflected 
the more complex shape of the ice surface. Typical results are 
shown in Figs. 8(a ,  b). In Fig. 8(a) ,  the low mass flow rate 
jet separated far from the surface of the ice created a gradual 
decrease in the heat transfer coefficient from the stagnation 
point. In Fig. 8 (b) ,  the results clearly reflect the occurrence of 
the ridge formed between the two cavities and the appearance 
of a local minima in the heat transfer coefficient at the location 
of the ridge. The variation in heat transfer coefficient becomes 
more severe as time progresses and as the depth of the two 
cavities increaseS. 

Figure 8 (a )  shows local heat transfer data during the first 
traverse for a fixed ice spacing and different jet Reynolds num- 
bers. The results show the decline in values for increasing radial 
distances from the stagnation point and the decrease in local 
values as the Reynolds number decreases. The data in Fig. 8 (b) 
show the variation in heat transfer coefficient for a fixed value 
of jet Reynolds number during the initial traverse. The heat 
transfer coefficient has a relatively weak dependence on the 
separation distance between the jet and the surface of the ice 
except for the region close to the stagnation point. The data for 
Z/~ = 5.8 show the large increase in the stagnation point heat 
transfer that occurs early in the melting process. The high heat 
transfer at the jet centerline decreases rapidly as the jet begins 
to bore a steep cavity into the ice. The presence of the cavity 
inhibits flow across the surface of the ice and the heat transfer 
process at the stagnation point becomes less efficient. 

Nusselt Number Correlations• In order to formulate the 
measured heat transfer coefficient data into a dimensionless 
correlation, a dimensional analysis was performed on the data. 
The analysis produced the following nondimensional relation: 

- ' - ' -  a ~ a j  k~ \dj vj 6 ' ~  =f t * , R e d , - 7 , ~  (9) 

Typically of phase-change problems involving melting or solidi- 
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fication, a Stefan number would normally be included in the 
analysis. However, since all experiments were performed at Ste 
= 0.18, it was unnecessary to include the Stefan number in the 
formulation. 

Before determining the precise functionality in Eq. (9),  the 
data points for all the experimental runs, excluding the stagna- 
tion point data, were divided into two regimes: one regime for 
r/dj _< 4.2 and the other regime for r/dj > 4.2. A regression 
analysis was then performed on the data using the SAS statisti- 
cal software package. Both linear (power-law) and nonlinear 
regression models were considered. Four nonlinear models were 
developed that included as many as 12 parameters (Emanuel 
and Barcenas, 1994). However, the linear model gave more 
accurate results with a lower value of the mean square error. 
The resulting correlating equations for the two regimes were 
determined to be: 

Nu = 0.315 R e ]  '776 t* -°147(Z/d  ) -° '235(r/d ) -0.325 
J J 

F 
----< 4.2 (10a) 
d1 

Nu = 0.091 Re~ "886 t* °l°l(r/dj)-°845 f- > 4.2 (10b) 
4 

for 6 × 103 _< Rea -< 1.6 × 104, 5 -< Z/dj -< 20, Pr ~ 5, and 
Ste = 0.18. The results of the regression analysis indicate that 
the heat transfer coefficient is relatively independent of Z I g  for 
r/dj > 4.2 (in the developed wall jet region). This phenomenon 
was also observed by Stevens and Webb (1989), Vallis et al. 
(1978), and Ma et al. (1988). Inspection of the results from 
the regression analysis also suggests that more scatter in the 
data exists in the regime r/dj -~ 4.2 than in the regime rid i > 
4.2 as shown in Fig. 9. This observation can be explained be- 
cause the data in the regime r/dj ~- 4.2 include the majority of 
the points measured in the region in which steep slopes and 
secondary cavities in the ice occurred and these factors were 
known to produce the greatest uncertainty when acoustically 
measuring the local ice thickness. 

The stagnation point Nusselt number necessitated a separate 
correlation solely due to the independence of the Nusselt num- 
ber on r/dj at the stagnation point. A linear regression was 
performed on the stagnation point data and it yielded the follow- 
ing expression for the stagnation point Nusselt number: 

Nuo = 0.210 lxe d D  0934 t,-0.173(Z/dj)-0.551. (11) 

Figure 10 shows the correlation between the curve given by 
Eq. ( 11 ) and the measured stagnation point heat transfer coeffi- 
cients. 

The accuracy of the Nusselt number correlations is the lowest 
in the regime r / ~  <- 4.2 governed by Eq. (10a).  The reduced 
accuracy is expected because local minima and secondary peaks 
in the local heat transfer coefficient occur in this regime. Hence, 
the Nusselt number correlation frequently overpredicts the heat 
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transfer in this regime. However, 91 percent of all data points 
in this regime predicted by the correlations falls within 25 per- 
cent of the measured values while 96 percent of the points in 
the regime, r/dj > 4.2, and 94 percent of the stagnation point 
data fall within 25 percent of the measured values. The mean 
square errors associated with the regression were determined to 
be 0.031, 0.021, and 0.014 for the r/dj ~_ 4.2 regime, r/dj > 
4.2 regime, and the stagnation point, respectively. 

Concluding Remarks 
An ultrasonic technique was designed and utilized to measure 

radial variations in the heat transfer coefficient for a turbulent, 
submerged, liquid jet impinging vertically on a horizontal surface 
of a sheet of ice. Local Nusselt number correlations were devel- 
oped for a range of turbulent Reynolds number and various nozzle- 
to-ice spacings for a constant-diameter jet. Separate Nusselt num- 
ber correlations were obtained for the stagnation point and for the 
local, instantaneous heat transfer coefficient at radial positions 
excluding the stagnation point. This study is the first instance in 
which jet impingement heat transfer coefficients were measured 
on a surface that continually changed shape during the process. 
The results show that secondary flow cells developed on the ice/ 
water interface for low nozzle-to-ice distances and high jet Reyn- 
olds numbers. These cells caused irregular shapes to be formed 
on the ice/water interface and they played a large role in determin- 
ing the magnitude of the local heat transfer coefficients. The 
boundary between the two counterrotating cells formed a ridge in 
the ice that was a location of low melt rates and corresponded to 
a location of low heat transfer coefficients. 
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A P P E N D I X  

The Well-known energy balance at the interface (Fig. 2) is 
expressed by 

OT, 
p~h,qv,, = k,. - ~ n  - h ( T j  - T, . )  ( A 1 )  

This energy balance is valid along the surface in a cylindrical 
frame of reference for an axisymmetric case: 

F(r,  z, t) = 0 (A2) 

Since both F and the temperature along the interface are 
constant, then 

V F  _ VTs 0 
= IVFI IvT;I where V = ~r  0, + __ 0~ (A3) 

and the temperature gradient and the interface velocity normal 
to the interface are written as 

0L VTs" VF 
- - =  VT~'h - - -  (A4) 
On IVFI 

O ' V F  
v,, = V~. h - (A5) 

IVfl  

where g = f O  r .-1- z e  z .  The dot terms represent derivatives with 
respect to time. 

Evaluating the total derivative of  Eq. (A2)  and rearranging 
terms produces the relation 

OF OF OF 
- f - - -  g ( A 6 )  

Ot Or Oz 

Then utilizing Eq. (A6)  

( OF ~r OF ) 
~ ' V F = ( e 0 r + ~ 0 z ) ' \ 0 r  +'~'Oz 

OF 
= r - - + £  

Or 
OF OF 

- ( A 7 )  
Oz Ot 

Introducing Eq. ( A 7 )  into Eq. ( A 5 )  yields 

OF/Ot 
(A8) 

~" - I V F [  

Substituting of Eqs. (A4) and (A8) into Eq. (A1) allows the 
energy balance to be represented by: 

( -OFlOt)  VT~..VF 
P"h'i IVFI - k, IVF-------~ h(Tj - iv,,,) (A9) 

Defining 

F(r,  z, t) ~ z - ~7(r, t) (AiO) 

and evaluating its partial derivatives with respect to variables r 
and z allows IVF]  to be written as 

IVFI = [ OF o + OF o~ 
Or " I 

r (o"V + = / ( ° ' , V  l 
\ or / \ ~ i  J ~7\ -D-Tr ) 

( A l l )  
L 

By inspection of Eq. (A3), it is obvious that 

OT~ Er + OT,,  /3(OF OF ) 
or -0-2z °z= \ 0 r  °' + Tz °~ 

(A12) 
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where /3 is a scalar coefficient given by /3 = OTs/OF. Then 
from Eq. (A12) 

OT, OT~ OF 
Or OF Or 

(A13a) 

OTs OT, OF 
(A13b) 

Oz OF Oz 

Solving Eq. (A13b) for OT,/OF and substituting into Eq. 
(A13a) yields 

OT~ OT~ Oz OF 
Or Oz OF Or 

(A14) 

Then 

V T , . V F  OT~OF+ . . . .  
Or Or Oz Oz Oz ~ \ ~  ] + ~z 

= a~" \ ~ r ]  + 1 (A15) 

Substituting Eqs. (A1 1 ) and (A15) into Eq. (A9) and recogniz- 
ing that OF~at = -a77/at from Eq. (A10) gives the energy 
balance in its desired form: 

_ [(03'r/'~2 + 1 ]  ° '  _ L \ ~ /  h(~ Tin) (A16) 
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Experimental and Theoretical 
Studies of .Mist Jet Impingement 
Cooling 
Experimental data and analytical predictions for  air~liquid mist jet  cooling o f  small 
heat sources are presented. The mist je t  was created using a coaxial jet  atomizer, 
with a liquid je t  of  diameter 190 #m located on the axis of  an annular air jet  of  
diameter 2 mm. The impingement surface was a square of  side 6.35 mm. Experimental 
data were obtained with mists of  both methanol and water. Surface-averaged heat 
fluxes as high as 60 W/cm 2 could be dissipated with the methanol~air mist while 
maintaining the target surface below 70°C. With the water/air mist, a heat flux of  
60 W/cm 2 could be dissipated with the target surface at 80°C. Major trends in the 
data and model predictions have been explained in terms of  the underlying hydrody- 
namic and heat transfer phenomena. 

Introduction 
The impingement of a gas/liquid mist on a surface is an 

effective way of dissipating high heat fluxes from the surface. 
Several studies of mist impingement, in which surface tempera- 
tures exceeded the normal boiling temperature of the liquid, 
can be found in the literature (e.g., Ohkubo and Nishio, 1989; 
Koria and Datta, 1992). However, studies of mist impingement 
on surfaces at temperatures lower than the normal boiling tem- 
perature of the liquid are more sparse, and the literature to date 
does not lead to a thorough understanding of the phenomena 
involved. The present work is an attempt to redress this situation 
by obtaining experimental data with two different l iquids--  
water and methanol--and developing a simple analytical model 
to predict the results. Although the work is part of an ongoing 
effort to develop new schemes for cooling high-power micro- 
electronic chips, the results of this investigation may find appli- 
cations in other technological areas as well. 

A brief review of the available literature will provide a ratio- 
nale for the present study. Siwon and Wisniewski (1986) mod- 
eled mist impingement by assuming the entire impingement 
surface was covered with a thin laminar liquid film, that the 
film was undisturbed by impinging droplets, that no evaporation 
occurred from the liquid film surface, that no heat transfer oc- 
curred from the film surface to the gas jet, and that droplets 
entered the film only in the impingement region. They did not 
attempt to verify their model through a quantitative comparison 
with experimental data. Hatta et al. ( 1991 ) numerically investi- 
gated a laminar mist jet impinging on a surface. Their numerical 
scheme involved tracking the trajectories of small groups of 
particles through the computational domain. A serious defi- 
ciency of their model is that heat absorption due to evaporation 
of the particles was neglected. Ma and Tian (1990) experimen- 
tally measured impingement heat transfer in a water-nitrogen 
mist. They measured a heat flux of 280 W/cm 2 at a low surface 
temperature of 58°C and a water-to-nitrogen mass flow ratio of 
4.3. They did not explain the mechanisms behind their extraordi- 
narily high heat fluxes. 

Pais et al. (1992) investigated surface roughness effects in 
an air-water mist impingement scheme. Their experiment was 
mostly concerned with nucleation and boiling of the thin film 
on the surface, but some data were given for temperatures in 
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the range of 80 to 100°C for water. For a water-to-air mass flow 
ratio of 2.09, with an air flow rate of 0.16 liters per second, the 
heat flux at 80°C was 200 W/cm 2. Sehmbey et al. (1992), a 
few months later, reported experimental results with essentially 
the same apparatus. For a water-to-air mass flow ratio of 1.49, 
and air flow rate of 0.16 liters per second, the heat fluxat 80°C 
was about 100 W/cm 2, a value that is substantially lower than 
in their previous study. The large difference in heat flux between 
the two studies was not discussed in the latter study. 

Siwon (1993) measured the thickness of the film that is 
formed when a mist impinges on a flat surface. In the impinge- 
ment region, films from 10 to 30/.zm thick were measured, and 
thicknesses as high as 50 #m were noted further out. No heat 
transfer measurements were reported in that study. 

In summary, it appears that there is a very limited knowledge 
base on mist jet impingement cooling of surfaces for situations 
in which the surface temperature is below the boiling point of 
the liquid. Only a few experimental studies have been reported, 
and differences in the results reported by different investigators 
are irreconcilably large. Attempts to model the situations analyt- 
ically have also been limited, and few comparisons between 
model predictions and experinaental data have been provided. 

The present paper reports a combined experimental and ana- 
lytical study of gas/liquid mist jet impingement cooling. Experi- 
ments were conducted with air/water and air/methanol mist jets 
with varying air velocities and liquid mass flow rates. A simple 
analytical model was developed to predict the liquid film thick- 
ness and the heat transfer rate. Although the model is a great 
simplification of the physical situation, its predictions are in 
very good agreement with the air/methanol data and tolerable 
agreement with the air/water data. 

Figure 1 (a) is a schematic of the gas/liquid mist jet investi- 
gated in this study. The mist is formed by an annular air jet 
atomizing a liquid jet located in its core. The mist impinges on 
the surface, where the droplets form a thin film. There are three 
different components of the overall heat transfer: an evaporative 
component at the air/liquid interface; a convective component 
at the air/liquid interface due to the air flow over the surface 
of the heated liquid film; and a component due to the sensible 
heating of the liquid in the film as it flows from the stagnation 
point toward the edge of the heater. 

Experimental Apparatus and Procedures 
The experimental apparatus consisted of an atomizing nozzle, 

an air flow system, a liquid flow system, a power supply, a 
heater module, and a data acquisition unit. The atomizing nozzle 
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Fig. 1 Schematic of  (a) gas/liquid mist jet and (b) atomizing nozzle 

is depicted schematically in Fig. 1 (b ) .  Air  flowing through the 
annular contraction efficiently atomized the liquid jet  posit ioned 
at its core. The air nozzle was constructed from Lexan, and its 
exit section had a diameter  of 2 mm and a length of 3 ram. 
The liquid nozzle was constructed of stainless steel hypodermic  
tubing. Its exit section had an inside diameter  of 190 # m  and 
an outside diameter  of  1.4 mm. As shown in Fig. 1 ( b ) ,  the 
liquid nozzle overlapped the air nozzle exit length by 1.3 mm. 
The exit plane of  the air nozzle was posit ioned 10.9 m m  above 
the horizontal  heater surface. The heater and the mist nozzle 
were mounted  within a test chamber  with appropriate ports for 
inflow and outflow. 

The air flow system consisted of a vacuum pump, a con- 
denser, and a rotameter. The vacuum pump pulled air f rom the 
room into the test chamber  through the air nozzle. Only a slight 
reduction in the pressure of the test chamber  (5000 Pa, maxi- 
mum)  was needed to produce the desired air flow through the 
nozzle. The air exiting the test chamber  was passed through a 
condenser,  to remove any evaporated liquid, and a rotameter,  
to measure the air flow rate. The relationship between the mea- 
sured air flow rate and the velocity of the air jet  was established 
in prel iminary tests where the actual air jet  velocity was mea- 
sured with a pitot tube and curve fit against the air flow rate. 
The pressure inside the test chamber  was monitored with a 
calibrated vacuum gage, and the ambient  temperature was moni-  
tored with a thermocouple placed near the air nozzle inlet. For 
experiments with water /a i r  mists, the dew point  temperature of 
the ambient  air was measured with a calibrated chil led-mirror 
hygrometer.  

The liquid flow system consisted of  a compressed nitrogen 
cylinder, a pressure tank, regulating valves, filters, and a pres- 
sure transducer. Liquid inside the pressure tank was forced by 
the compressed nitrogen to flow through the filter and liquid 
nozzle before being atomized by the coaxial air jet. The pressure 
upstream of the liquid nozzle was measured with a calibrated 
pressure transducer. The liquid was always injected at the ambi- 
ent temperature. The liquid flow rate was determined by using 
a calibration of  the liquid orifice flow rate as a function of the 
difference in pressure between the upstream measuring location 

N o m e n c l a t u r e  

A~.i.g = top area of  a control volume ring /~/liq = 
A = area of heater n i " ( r )  = 
C = cons tant  in velocity profile N u t  = 

C/ = skin friction coefficient Nu0 = 
c o = specific heat  Pr  = 
D = air nozzle diameter  Qco,a = 

Dab = mass diffusivity 
//in = enthalpy flow into a control vol- Q .. . .  = 

ume associated with flowing liq- 
uid Qevap -- 

//out = enthalpy flow out of a control q" = 
volume associated with flowing q "  = 
liquid R .. . .  = 

h = heat transfer coefficient Rco,,d = 
h/~ = latent heat of vaporization Reo = 
hg = enthalpy of  saturated vapor 
hm = mass transfer coefficient ri° = 

k = thermal conductivity 
Movao = liquid mass evaporating from a rout = 

control volume 
A;/,, = liquid mass flowing radially into r = 

a control volume S = 
Mo,t = liquid mass flowing radially out 

of  a control volume T, = 
Al,p,,y = liquid mass flow due to imping- 

ing spray 

total l iquid mass supplied 
spray mass flux distribution 
local Nusselt  number  = hD/k,, 
stagnation point  Nusselt  number  
Prandtl  number  
heat conduction into control 
volume from heater 
heat convected away from con- 
trol volume by air flow 
heat dissipated by evaporation 
local heat flux 
surface-average heat flux 
convect ive resistance 
conduct ive resistance 
Reynolds number  based on je t  
velocity and air nozzle diameter  
radius f rom stagnation point  to 
first face of control volume 
radius f rom stagnation point  to 
second face of  control volume 
radius f rom stagnation point  
distance from air nozzle face to 
heater surface 
temperature of  heater surface 

T~ = temperature at the surface of the 
liquid film 

Tamb = ambient  temperature 
T,,, = mean  temperature of  liquid in a 

control volume 
= air je t  velocity 

V(z)  = velocity of  the flowing film 
x = serial number  of  a control vol- 

ume 
z = perpendicular distance from 

heater surface 
6 = thickness  of the liquid film 
/.z = dynamic viscosity 
u = kinematic  viscosity 
p = density 

T/ = shear stress imparted on liquid 
film surface by flowing air 

~-s = shear stress in liquid film at 
heater surface 

Subscripts 
a = air 
l = liquid 

x = for control volume x 
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at  various air exit velocities for air /methanol  mist jet; Tamb = 22 ,6 °C  
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Fig.  3 Variation of surface-average heat flux as a function of surface 
temperature at various air velocities for a i r /water  mist; Tamb = 22.6°C 

and the test chamber. The orifice calibration was checked at the 
beginning of each data run to ensure accurate flow measure- 
ments. 

The heater module consisted of a 6.35 mm cube of oxygen- 
free copper flush-mounted in a Lexan heater support. A resis- 
tance heater was bonded to the back of the copper block, and 
its front surface temperature was registered by two calibrated 
copper-constantan thermocouples routed through small holes in 
the body of the block. Power was supplied to the heater with a 
DC power supply. 

During a typical experimental run, the air and liquid flow 
rates were held constant and the heater power was incremented 
upward. Data were taken only when steady-state conditions 
were reached after incrementing the power. The surface temper- 
ature, T~, was taken to be the arithmetic average of the tempera- 
tures indicated by the thermocouples. The two thermocouples 
were usually in agreement within a few tenths of a degree 
Celsius. The surface-average heat flux, q", was determined 
from: 

¢,, = 0  (1) 
A 

where Q is the power supplied to the resistance heater, and A 
is the surface area of the copper exposed to the impinging mist. 
A numerical model of the heater block and the Lexan support 
structure (Graham, 1994) indicated that the heat losses through 
the sides and the back of the copper block were less than 2.5 
percent. This loss was considered to be negligible, and all the 
supplied power was assumed to be conducted through the cop- 
per block to the surface. 

Droplet size and velocity measurements were taken with a 
Phase-Doppler Particle Analyzer (PDPA) and a Malvern drop 
sizing system. Results of these measurements indicate that the 
droplets ranged in size from 3/zm to 400 #m at a distance of 
10.9 mm downstream from the nozzle exit, with a typical Sauter 
mean diameter of 100 #m for the water sprays and 40 #m for 
the methanol sprays (Graham, 1994). Radial distributions of 
the liquid volume flux were also obtained, and were later used 
as an input to the analytical model, in the form of spraymass 
flux distributions. 

E x p e r i m e n t a l  Resul ts  
Figure 2 shows the dependence of surface heat dissipation 

on surface temperature for various air jet velocities with an air/ 
methanol mist jet. For a given air exit velocity, higher values 
of heat dissipation are achieved with higher surface tempera- 
tures. In addition, an increase in the air velocity at any given 

surface temperature results in a higher heat dissipation. Due to 
the limitations of the power supply employed in these experi- 
ments, data were not taken at temperatures higher than those 
plotted; however, at a moderate surface temperature of 60°C, a 
heat flux of approximately 50 W/cm 2 was achieved. 

Figure 3 presents the dependence of surface heat flux on 
surface temperature for various air jet velocities with an air/ 
water mist. The trends of increasing surface heat dissipation 
with increasing surface temperature and air jet velocity are again 
noted. At a surface temperature of 60°C, heat fluxes on the 
order of 30 W/cm 2 are noted, a significant drop from the 50 
W/cm 2 found for an air/methanol mist jet. The lower heat fluxes 
observed with water are mainly due to its lower saturation vapor 
pressure, which results in a lower evaporation rate. 

Figure 4 presents the dependence of surface heat flux on 
surface temperature at various liquid mass flow rates for an air/ 
water mist jet. The data do not reveal a clear trend in the heat 
flux as the liquid mass flow is increased. The lack of a clear 
trend may be due to a trade-off between competing influences 
on the heat transfer rate. An increase in the liquid flow rate 
results in a thicker film, which, in turn, acts to decrease evapora- 
tive and convective heat transfer by increasing the conductive 
resistance of the film. However, an increase in liquid flow also 
results in an increase in convective heat transfer to the liquid 
(heat transfer from the surface to the liquid itself) since more 
liquid is supplied. 
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Multiple tests were conducted with both the air/methanol and 
the air/water mists to assess the repeatability of the measure- 
ments. While excellent repeatability was obtained with the air/ 
methanol tests, small but significant run-to-run differences were 
observed with the air/water mists. The data scatter was found 
to increase as the temperature of the heater surface increased. 
At a representative surface temperature of 80°C and an air jet 
velocity of 68 m/s, run-to-run variations of up to 5 W/cm 2 in 
the average heat flux were observed for the air-water mists. 

A systematic analysis of the uncertainties in the primary mea- 
surements, and the cumulative uncertainties in the reported 
quantities, was conducted by the procedure described by Kline 
and McCtintock (1953). As detailed by Graham (1994), these 
uncertainties were estimated to be as f o l l o w s :  Mliq, +0.2 g/min; 
q-", +2.5 W/cm z for air/methanol mists and _+5 W/cm 2 for air/ 
water mists; ~ ,  _+0.7 m/s; T~, _+0.5°C; T,m~, +0.5°C. 

Analytical Model 
An analytical model of the air/liquid mist jet was developed 

in order to investigate the magnitudes of the different compo- 
nents of heat transfer. Figure 5 (a) is a schematic representation 
of the impinging mist with a control volume to facilitate the 
analysis. The liquid droplets impinge on the surface and join 
the liquid film, the thickness of which need not be constant. 
The top surface of the control volume is coincident with the 
top edge of the liquid film, and the bottom surface is defined 
by the heated copper surface. Since the system is assumed to 
be axisymmetric, the indicated control volume is a ring that 
intersects the plane of the paper at the two cross sections shown. 
Since the actual heater surface is not circular but square, the 
axisymmetric model represents an approximation. In the model, 
the heater is taken to be a circular surface of the same area as 
the actual heater. 

H y d r o d y n a m i c s .  Figure 5 (b) specifies the mass flows in 
and out of the control volume. A mass balance on the control 
volume yields: 

A/spraya + h;/~.,x = Mev.p,x +/l)/out,x (2) 

/~/spray,x is known from the drop velocity and size distribution 
data, and M.'ovao~ is determined from the heat transfer model. 
/~¢i.,x and Mo.t~ are computed by assuming a linear velocity 
distribution through the thickness of the liquid film: 

ex (Z)  = G ' z  (3) 

where Cx is a different constant for each control volume and z 
is the vertical distance from the surface of the heater. Then, 

Mi.~ = f px_,'Vx_,'dA = 7r'px_,'Cx ,'r~.'6~_~ (4) 
~ A  in.x 

.... = I px'Vx'da = 7r . p x .  C x .  r o u t .  ¢~ 2 (5) 
~A out.x 

Figure 5(c) depicts the shear stresses acting on the control 
volume, with rs representing the shear at the heated surface, 
and r I representing the shear at the film surface due to the 
flowing air. A momentum balance can then be written: 

fA PV2"dA- fA,°,~ pV2"dA .... 

= ( T f ,  x - -  7 " s , x ) A r i n g , x  - 7r(rout + q . ) 6 x ( P o u t  - P i n )  (6) 

The terms on the left side are momentum fluxes, A~i.g~ is the 
top area of the control vblume, and the last term is the contribu- 
tion from the radial pressure gradient produced by the impinging 
jet. The shear stress, r ..... is computed from the linear velocity 
profile, as: 

dV 
T,,~, = / z ~ -  = /.Z~" C~ (7) 

dz 

The radial pressure gradient is significant only in the vicinity 
of the stagnation point. There, the gas flow is likely to be 
laminarized by the favorable pressure gradient, and the shear 
stress it exerts on the liquid film, Tj-, can be approximated as 
the shear of a laminar gas jet impinging on a solid surface. 
White (1991) presents a solution for axisymmetric stagnation 
flows that results in an expression for the skin friction coeffi- 
cient, Ci: 

2 . r  s _ 2.624 r (8) c =po.v  
The analysis presented by White (1991) is valid for the im- 

pingement region of a laminar air jet. In the wall-jet region, 
where the boundary layer is likely to be turbulent, Poreh et al. 
(1967) provide a correlation for the shear stress, which is valid 
to a lower limit of r/S = 0.3. The correlation, after some simpli- 
fication and re-arranging, may be expressed as: 

D 2 
Cf = 0.3219"-~" Re~ °'3" (S/r) °3 (9) 

To make the solution in the turbulent boundary layer region 
(Eq. (9)) meet with the solution in the laminar boundary layer 
region (Eq. (8)),  the correlation of Poreh et al. (1967) was 
extended to a lower limit of r/S = 0.2. With the shear stress 
given by Eqs. (8) and (9), the linear velocity profile given by 
Eq. (3), and the radial pressure gradient in the stagnation zone 
given by White's solution, Eqs. (2) and (6) can be solved 
simultaneously for the values of the film thickness, 6x, and 
the constant C~, provided that the values corresponding to the 
previous control volume (subscript x - 1) have been deter- 
mined. 
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The spray volume flux distribution data obtained with the 
PDPA system were used to evaluate/l.l~p~y,x for each control 
volume by multiplying the mass flux at the radial location x by 
the area of the control volume ring, A~ng~. A typical curve fit 
for rh"(r) corresponding to an air/methanol mist with ~ = 90 
m/s and a liquid mass flow rate of 3.7 g/min is: 

fft"(r) = 7.967 - 3.740 × 103r 

+ 2.002 × 105r 2 + 6.585 × 107r 3 (10) 

with th" measured in kg/m z s and r measured in meters. 

Heat Transfer. Figure 5 (d )  depicts the different compo- 
nents of heat transfer from a surface with elevated temperature 
T,. Heat is transferred into the liquid film from the surface, 
where it is dissipated in one of three ways: (1) evaporation 
(Qevap) ,  (2) convection to the flowing air (Q .. . .  ), and (3) in- 
creasing the bulk temperature of the liquid. The bulk liquid 
temperature increase is associated with a change in the enthalpy 
of the flowing liquid from where it enters (Hi.) to where it 
leaves U/out) the control volume. An energy balance can be 
written as: 

Q~ond., = Q .... . .  + Qevap.x + (Hout.x - Hin.x) (11 ) 

where Qoo,,d is the amount of heat conducted into the control 
volume from the heated surface. Modeling of the heat transfer 
situation is facilitated by a resistance network, which is shown 
on the control volume in Fig. 5(e).  

The convective resistance is given by: 

1 
R ...... - - -  (12) 

h~" Aring,x 

where hx is the local heat transfer coefficient of the air jet. 
The local heat transfer coefficient is determined from the local 
Nusselt number, which is obtained from a correlation adapted 
from Ma et al. (1988):  

( r / D  < 2) Nu.__£ = (r/D)_O. 5 tanhO. 5 (0.88. r / D )  (13) 
Nu0 

( r / D  ~- 2) NUD = 0.348.Re~;,_05~.(r/D)_l.25 (14) 
Nu0 

where n is a function presented graphically by Ma et al. It was 
fit with the following lines: 

r / D  < 2.8 n = 0.55 + 0 . 1 8 1 ( r / D -  2) 

r / D  >- 2.8 n = 0.695 (15) 

The stagnation point Nusselt number, Nu0, was calculated as: 

Nu0 = Re~ 5 • Pr °'4 (16) 

The determination of this local Nusselt number profile and stag- 
nation point Nusselt number correlation are further detailed by 
Graham (1994). 

The evaporative heat transfer, Qevap,x, can be evaluated from 
the expression 

Qevap,x = h,.,x'hg~'(p~,e,~ - p.,air)'Aring,~ (17) 

where h .... is the mass transfer coefficient, hg~ is the enthalpy 
of the saturated vapor at the surface of the liquid, ps,~,x is the 
saturated vapor density at T6~, and p,,.~ is the vapor density in 
the air (due to relative humidity).  The mass transfer coefficient, 
h ...... can be determined once h. is known, from the heat and 
mass transfer analogy (Incropera and DeWitt, 1990): 

h ..... = hx .(Dai.pra/va)O,666 (18) 
cf , . , .p ,  

The enthalpy of the saturated vapor, hg, is computed from the 
expression: 

hgx = h:.g + cpj" (T0~ - T.mb) (19) 

The saturated vapor density of water contained in the air, Ps,air 
is calculated from knowledge of the dewpoint temperature using 
the ideal gas equation. The value of Ps,., is zero for liquids 
other than water, 

The enthalpy flows, H,,,x and Hout,x are calculated from 

Hin,x = lflin,x'C,,,l'(T,,,.,-, - T,~mb) (20) 

Hout.~ = ]~out ,x  ° C p  ,i ° ( T,,,,x - Tamb ) (21 ) 

The two mass flow rates,/f/~n,.~ and/f/o ....... are given by Eqs. (4) 
and (5) .  The enthalpy flows calculated in Eqs. (20) and (21) 
u s e  Tam b as the zero point (H is zero when T,,, -- T~,~b), SO that 
the impinging spray droplets (which are at T, mb) contribute 
nothing to the enthalpy balance. The conduction resistances, 
Rcondl,x and Roono2.~, are given by 

6~ 
R¢ond~ - (22) 

2 .  Aring,.~ " kt 

where k~ is the thermal conductivity of the liquid. 
Referring back to Fig. 5(e) ,  it is apparent that two energy 

balances must be solved, one at node T,,,.~ and one at node T~,~: 

T , -  T,,,~ T, , , ,x-  Te,., 
- -  + Hi .... + Hout,x (23) 

Rcond kx Rcond2,x 

T,n,~- T6,x_ To..~-T=m,b 
+ Qe~ai,~ (24) 

Rcond2~- Rconv,x 

Equations (23) and (24) can be solved simultaneously for T, .... 
and T~,~. Once the values of T,,,,~ and T~,x are known, the total 
heat dissipated from that control volume can be calculated. This 
analysis limits the range of liquid flows that can be modeled. 
Under very low flow rates, it is possible that all of the liquid 
in a control volume will evaporate, causing the film thickness, 
6, to be zero. The associated conductive resistance, R~o.~,~, will 
also be zero, which causes terms in Eqs. (23) and (24) to 
become undefined. Flow rates investigated in the present study 
were always sufficient to prevent this local dryout. An iterative 
procedure is employed in the analytical model, as liquid and 
air properties change with temperature and the nodal tempera- 
tures are the unknowns. The first control volume is located near 
the stagnation point, and the solution then proceeds in a step- 
by-step march in the radial direction. 

Analytical  Model  Predict ions 
Figure 6 is a comparison of predicted surface-averaged heat 

fluxes with experimentally measured data for various surface 
temperatures, using an air/methanol mist. It is apparent that the 
model predicts the data quite well, with a maximum deviation 
of 2.4 W / c m  2 (4.2 percent) at 64°C for the 85 rrds jet, and 1.9 
W / c m  2 (3.4 percent) for the 68 m/s jet. The good agreement 
between the predictions and the data provides some confidence 
in the validity of this simple analytical model. Figure 7 is a 
breakdown of the different heat transfer components for the 
85 m/s mist jet, as predicted by the model. The evaporative 
component of heat transfer is by far the largest, and accounts 
for 74 percent of the total heat flux at a temperature of 60°C 
(air convection accounts for 4 percent, and the enthalpy flows 
account for 22 percent). At heater surface temperatures below 
T,,,~b, the impinging mist is warmer than the liquid film, and 
therefore transfers heat to it. As a result, the convective and 
enthalpy-flow components of heat transfer actually subtract 
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from the evaporative heat flux at low temperatures. The heat 
transfer component breakdown for the 68 m/s mist jet at 60°C 
is 69 percent due to evaporation, 4 percent due to air convection, 
and 27 percent due to the enthalpy increase of the liquid. 

Figure 8 shows model predictions of the film thickness, 5, 
and film surface temperature, T6, as a function of the radial 
distance along the heater surface at a heater surface temperature 
of 60°C. The film is thickest near the jet stagnation point, where 
the impinging liquid mass flux is the highest and the shear stress 
at the film surface (due to the flowing air stream) is the lowest. 
The film thickness then decreases radially as the shear stress 
increases and the mass flux decreases, until a radius of approxi- 
mately 2.2 mm, where the shear stress again starts to decrease. 
The sharp change in the slope of the curve around r = 2.2 mm 
is a result of switching from the impingement-zone skin friction 
correlation to the wall-jet skin friction correlation. 

Yang et al. (1992) have presented experimental measure- 
ments of film thickness that suggest that the film is flat to within 
1 ,am, while the present model predicts variations of about 3 
,am. However, the air and water flow rates in their study were 
much higher, resulting in a mean film thickness of about 150 
"am compared to 10 'am in the present study. Yang et al. did 
not report spray mass flux distributions in their paper. Conse- 
quently, their results cannot be used as an independent test of 
the present model. 

The lowest film surface temperature is encountered at the 
stagnation point, where the film is the thickest and is composed 
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entirely of liquid impinging at T a m  b . The temperature then in- 
creases, as the film thickness decreases, until a radius of approx- 
imately 2.2 mm, where it starts to decrease again. It is evident 
from this figure that/5 and T6 are coupled: As 5 increases, T~ 
decreases, and vice versa. The film is thinner for the higher air 
velocity case, and the temperature at its surface is correspond- 
ingly higher. 

The predictions displayed in Fig. 8 reveal that the increased 
evaporative component of heat transfer for the higher velocity 
case is due to an increase in the saturated vapor density of 
the liquid (which increases with temperature) as well as the 
enhancement of heat and mass transfer coefficients. The varia- 
tions in the predicted local heat flux for the two air/methanol 
mist jets, which are.presented in Fig. 9, may also be interpreted 
in the light of Fig. 8. The initial rapid increase in the local heat 
flux is consistent with the rapid decrease in 5. The subsequent 
plateau in the curve is due to a slower decline in 5 combined 
with a decline in the convection coefficient. The rapid decrease 
in q" beyond r = 2.2 mm is due to the increase in 5 combined 
with a decrease in the convection coefficient, h. 

The analytical model was also used to predict surface heat 
fluxes for an air/water mist, but the results were much less 
encouraging, and Fig. 10 presents a comparison of the model 
predictions with data. The model overpredicted the data by as 
much as 50 percent at a surface temperature of 84°C for the 90 
m/s air jet, and 70 percent at a surface temperature of 83°C for 
the 68 m/s air jet. The reasons for the large difference between 
the data and predictions are, at the moment, uncertain. It is 
tentatively suggested that part of the difference can be attributed 
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Fig. 9 Model  predict ions of local heat f lux f r o m  t h e  surface of  the heater  
for  a i r / m e t h a n o l  mis t ;  N/,q = 4 g/min;  T8 = 60°C 
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to surface tension effects, which were completely neglected in 
the analysis. The surface tension of water is approximately 3.5 
times larger than the surface tension of methanol, and may 
contribute significantly to increasing the film thickness. Efforts 
to resolve the discrepancy will be undertaken as part of a follow- 
up study. 

A comparison of air/water mist impingement data reported 
by various investigators is presented by Graham (1994). The 
heat fluxes are found to vary by about an order of magnitude, 
with the present data lying at the low end of the range. 

Summary 
Experimental data have been presented for heat transfer from 

a small square heat source, 6.35 mm on a side, cooled by circular 
impinging mist jets of air/water and air/methanol. Heat fluxes 
as high as 60 W/cm 2 could be dissipated with both combina- 
tions, the resulting surface temperature being around 70°C for 
the air/methanol mist and around 80°C for the air/water mist. 
A relatively simple analytical model has been developed to 
gain insights on the heat transfer and fluid flow phenomena 
associated with this problem. For the air/methanol mist, model 

predictions of the surface-averaged heat flux were found to be 
in very good agreement with experimental data. For the air/ 
water mist, model predictions were only qualitatively in 
agreement with the data. The model was able to quantify the 
relative magnitudes of the various heat transfer mechanisms and 
reveal that, at low liquid flow rates, the dominant mechanism is 
evaporation at the surface of the liquid film. 
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Effects of Variable Properties 
and Viscous Dissipation During 
Optical Fiber Drawing 
The axisymmetric free-surface flow and thermal transport of  fused silica during 
optical fiber drawing was considered with variable properties, prescribed heat flux, 
and neck shape. Experimental data from previous researchers were adapted or used 
as the basis for  assumptions in order to enable a realistic analysis. The main objec- 
tives were to model the neck-down process in order to clarify the effects of  the 
variable properties and the associated viscous dissipation. Due to the large changes 
in dimension and viscosity, this system poses severe nonlinearities, and a new solution 
algorithm was necessarily developed. Validation was achieved and several important 
results were obtained. Among these, it was shown that the viscous dissipation has 
considerable impact on the fiber temperature due to its localization to a small volume 
near the fiber section. Also, it was shown that a variable viscosity generated vorticity, 
which was localized to the region where the preform radius undergoes large changes. 

1 Introduction 
During the drawing of an optical fiber, a preform glass rod 

is pulled while it is heated to an elevated temperature. As the 
fused silica flows, the diameter changes by two orders of magni- 
tude over a mere distance of 10 cm. Simultaneously the physical 
properties, and in particular the viscosity, will undergo changes 
of several orders of magnitude over this distance. For the viscos- 
ity, the change of roughly seven orders of magnitude is expected 
to produce significant viscous heating. Together, these varia- 
tions should significantly affect the thermal transport during the 
drawing operation, the subsequent geometric and optical quality 
of the fiber, and the implicit signal loss characteristics. 

There has been limited amount of work done in this area (cf. 
Paek and Runk, 1978; Homsy and Walker, 1979; Sayles, 1982; 
Vasilijev et al., 1989; Myers, 1989). For brevity, only a sketch 
of the past work will be presented here. Interested readers are 
referred to Lee (1993) for a more comprehensive review. By 
and large, most of the previous researchers have made varying 
assumptions on the impact of the variable properties and the 
resulting viscous heating. These assumptions were usually in- 
consistent with each other, and seemed to be based more on 
convenience. For example, Sayles (1982) chose a viscosity that 
varied as 1/T instead of e x p ( l / T ) ,  which accordingly was due 
to convergence difficulties. Likewise, others have chosen one- 
dimensional analyses, which greatly simplified the computa- 
tions and reduced the nonlinearity from the viscous heating. 
Indeed, the difficulty in obtaining a converged solution may be 
the reason why none have properly accounted for the viscous 
dissipation, although some have explained its neglect by point- 
ing out that the heat generated is minimal compared to that from 
the furnace. It will be shown here that while this explanation is 
correct, the viscous heating is localized and consequently has 
a substantial impact on the temperature profile. 

It is clearly of academic and practical interest to systemati- 
cally clarify the extent and impact of the variable properties, 
and of the related viscous dissipation. The motivation is not 
only to increase the understanding of the underlying physics, 
but also to clearly identify important properties both for proper 
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inclusions in future models, and for determining the areas in 
which the need for improved experimental data is the greatest. 
In addition, some of the properties, such as the surface tension, 
can be manipulated using different dopants. Thus, it is important 
to grasp its extent and impact. 

The properties being studied are the viscosity, surface ten- 
sion, thermal conductivity, and specific heat. These are all taken 
here to be temperature dependent, while the density is assumed 
to be constant at 2200 kg/m 3 since it varies minimally over the 
temperature range of 300-2000 K. This configuration poses 
some unique difficulties, since not only does the physical geom- 
etry undergo drastic changes, but also the viscosity and viscous 
dissipation. The combined effect is a nonlinear system with 
significant convergence difficulties. That is, a small temperature 
fluctuation can cause velocity changes, which, in turn, amplify 
the temperature fluctuations through the viscous dissipation. 
Thus, besides clarifying the roles of the variable properties and 
viscous dissipation, one additional contribution of this work is 
the development of an algorithm for the solution of systems 
with viscous heating and exponential viscosity dependence. 

2 Analysis 
To achieve a realistic study, data were taken from the litera- 

ture whenever possible. The justification of these data is pre- 
sented in detail in the appendix. The temperature dependence 
of the thermal conductivity, surface tension, specific heat, and 
viscosity were all taken from either Fleming (1964) or Myers 
(1989), and whenever possible, cross checked against each 
other. In addition, the geometric configuration, as given in the 
appendix, was taken from Paek and Runk ( 1978 ). This is shown 
in Fig. 1, where the free surface of the preform exchanges heat 
through convection and an incoming heat flux. In an actual 
drawing operation, this incoming heat flux results from the 
radiative exchange with the furnace, while the necking profile 
is the result of the local force balance along the free surface. 
However since both of these computations are quite complex, 
they were subjects of separate studies (Lee and Jaluria, 1995a; 
Choudhury et al., 1995). For the present work, the heat flux 
and the neck profile are prescribed, as shown in Fig. 2 and 
discussed in greater detail in the appendix. 

2.1 Governing Equations. The laminar free-surface flow 
of fused silica with a prescribed neck shape and variable proper- 
ties was considered, and the silica, as discussed in the appendix, 
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Fig. 1 Geometric configuration of the present study 

was modeled as a Newtonian fluid. Using Landau's  transforma- 
tion (1950),  the necking geometry was mapped into a rectangu- 
lar domain, and the time-dependent energy equation as well as 
the ~ - f t  equations were transformed and solved on a nonuni- 
form grid (Lee and Jaluria, 1995b). Including the effect of  
viscous dissipation and variable properties, these equations are 
given in terms of the transformed coordinates, 77 and/3, as: 

OT____~ + v,R, ~ (r#u*T*) 
Ot* R Or# 

PiR i t9 1JiR i dR 0 (v'T*) 
+ L ~ (v.T*) - r~ ~ dz Or/ 

l [ R i O _ _ (  OT*~ R i O (  OT*'~ 
: p~ kr/R ~ o~ kr# o r / / +  g ~ V k on i1 

C 0/3 dz Or# J RL dz Or# OJ / 

+ ( l a )  
• , \ dz / Or# Or# ) c,,T,,, 

The last term in Eq. ( l a )  represents the viscous dissipation, 
and is detailed below as: 

e =  2uv~ --~ \---~--~ / + 013 R az Or#/ 

( ;  1 

\r#R/ 2 0,8, R dz 0r# + R O r / /  J ( l b )  

Similarly, the streamfunction and vorticity equations are given 
as: 

5~ ~ + \ ez l r# or# ~ 

+ 2 \ d z ]  R 2 dzZJ Or/ 

2R~ dR 02~ R~ 1 02\Is - -  + - -  - f~ (2) 
R2L dz Or#O~3 RL2r# 0/3 2 

q" Radial Dismnce 
6.0000E5 . . . .  , . . . .  , . . . .  , . . . .  , . . . .  , . . . .  0.020 
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Fig. 2 Axial variation of the heat flux and necking profile used in this 
study, both of which were based on the experimental data of Paek and 
Runk (1978) 

~ (u,a)--5-2 r#5~ (~*a) 

+ ~ ( ~ * a )  = u LR ~ or# (r /x)  

(r#V(dRVR o2~ 2r/R,e. 02~ 
+ t -~)  t T z )  ' or# ~ ~L dz Or#On 

R \ d z  z R \ c ~ z l  ~ + ~ 7 ~ 7 _ j  +-v, S,. (3a)  

The last term in Eq. (3a) ,  Sv, represents the source term due 
to variable viscosity and is given by: 

ozOU [ Ozu O2u 2 0u ] O r  2 2u S. = -7  2 + 2 -  + 
- -  Oz a r Or  

Or Or 2 + + - + - -  OZ 2 r ~ r  

+tOz ~ 5-~'r~)L-D-7z÷Trr +O~Z 20--~2 ~ (3b) 

Note that each term within Eq. (3b)  can be expressed in terms 
of  u*, v *, and the transformed coordinates, r# and/3, as outlined 
by Lee (1993).  

2.2 Boundary Conditions. At the inlet, the preform en- 
ters with a uniform velocity and loses heat to the ambient 
through convection. Dropping the asterisks for convenience, 
this is given below as: 

N o m e n c l a t u r e  

a = 

Br = 
h =  

L = 

n = 

~ , ~ =  

q t t  = 

T* = 

absorption coefficient t* = 
Brayton number = Ec Pr /2  
heat transfer coefficient = u*, v* = 
200 W / m  2 
length of furnace and preform = Y = 
0 . 3 m  r#, /3 = 
index of refraction 
outward normal and tangential #, u = 
vectors 
heat flux, W / m  2 ~ = 
temperature scaled by Tm = T/Tm O, ~J = 

time divided by inlet radius = 
t/Ri 
radial and axial velocity scaled 
by inlet velocity 
viscosity variation parameter 
transformed coordinates = r/R, 
z/L 
dynamic and kinematic viscos- 
ity 
surface tension 
streamfunction; ~J = O/R~vi 

co, Q = vorticity; f~ = wRi/vi 

Subscripts 
1, 2 = locations where neck begins and 

ends 
c¢ = ambient temperature = 300 K 

c, s = center and surface values 
i, e = inlet and exit values 

m = softening point of fused silica, 
taken to be 1900 K 
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At the end of the neck region, the fiber also attains uniform 
velocity, and thus a developed condition is imposed for the 
stream function and vorticity. However, due to the presence of 
viscous dissipation, the temperature at the exit may not neces- 
sarily attain a developed condition. Therefore, a zero diffusion 
condition is prescribed instead, which is consistent with the 
large local Pe number at the exit. These are given below as: 

O~ OQ OaT 
0/3 - 0/3 - 0/3 2 = 0 (4b) 

Also, recognizing symmetry at the center, the boundary condi- 
tions become: 

= 0, f~ = 0, 0___T= 0 (4c)  
Or/ 

Finally, there exists a surface tension and a heat flux condition 
at the fi'ee surface, which have been shown to take on the 
following forms (Lee, 1993): 

1 - R i  O~ - k  O__T h(T~ - T~) - q" (4d) 

The heat flux condition in Eq. (4d)  assumes a heat flux, q", 
from the furnace, which in a later study serves as a coupling 
point with the radiative analysis. Due to the unstable nature of 
this system, it was extremely crucial that the approximation of 
the heat flux condition be at least second-order accurate. Thus, 
the computation for the normal temperature gradient along an 
arbitrary surface required greater consideration (Lee, 1993). 

2.3 Method of Solution. One of the keys to solving this 
system is the proper capturing of the large gradients, since it has 
been observed that minor temperature fluctuations can trigger 
divergence through the combined effects of the exponentially 
dependent viscosity and the viscous dissipation. Fortunately, 
the regions of large gradients can be deduced from the physics 
of the problem. Thus, they were successfully resolved using a 
custom-designed nonuniform grid in conjunction with a newly 
derived finite differencing scheme, which was nominally sec- 
ond-order accurate (Lee and Jaluria, 1995b). In addition, since 
the diameter changes by two orders of magnitude, a hybrid 
scheme was used to approximate the changing advection terms 
of the energy equation. 

Another source of instability was the viscosity range, which, 
depending on the temperature range, can be as high as 50 orders 
of magnitude. Depending on the memory size, computer zero 
corresponded to roughly 10-2°. Therefore, artifacts and instabil- 
ity were generated from the multiplication of computer zero 
with a viscosity value of 105o (at T ~ 312 K).  To avoid this, 
an upper limit of 5 × 107 was imposed on the viscosity, with 
the resulting viscosity range reduced to 7 orders of magnitude. 
This limit was varied in order to determine its effect. There was 
no appreciable effect, as this value was chosen to correspond 
to the region far upstream of the necking region where the 
temperature of roughly 1472 K is considerably below the soften- 
ing temperature, Tin, of 1900 K. As there was no deformation 
upstream of the necking region, the effect of changing the limit 
was transparent. 

Generally, a steady-state solution required solving the 
pseudo-transient form of the ~ - f ~  equations. However, this 
encountered considerable difficulties due to the large variation 
in the viscosity (7 orders of magnitude) and the associated time 
step (14 orders of magnitude). An entirely different approach 
was developed by realizing that the entire system is driven by 
the heat exchange, and thus the most relevant is the energy 
equation. Therefore the energy equation was used to lead the 
transient calculation, and at each time step, the properties were 

re-evaluated and the velocity was updated by iterating once the 
steady-state form of the ~ -  f~ equations. Using the new veloc- 
ity, the temperature equation marched another time step and the 
entire process was repeated until convergence was achieved. 
The solution was then verified to be independent of user-pre- 
scribed parameters. Of particular emphasis was independence 
from the grid (so long as it was sufficiently fine to capture the 
viscosity gradients), and the viscosity limit. 

Two convergence criteria were concurrently used. In one, the 
maximum difference between two successive iterations of T, 
• , and ~2 in the entire computational domain reached a constant 
value (Lee and Jaluria, 1995b). This ensured that a small differ- 
ence reflects a steady-state value and not merely, an effect 
brought on by an excessively small time step. Depending on 
the variable, this value was usually found to be around 10 -~°. 
In the second criterion, the computation continued until the 
residuals of the energy, stream function, and the vorticity equa- 
tions reached a constant value. Generally, these values were 
also found to be smaller than 10 10. 

3 Results and Discussion 

Results for the free-surface transport of a Newtonian fluid 
with variable properties, viscous dissipation, and a prescribed 
neck shape were obtained. As discussed in the appendix, the 
neck shape is part of the solution to the problem, and the pre- 
sumption of a neck shape may induce unrealistic artifacts. De- 
spite attempts to be consistent with experimental measurements 
(Paek and Runk, 1978; Fleming, 1964; Myers, 1989), some 
caution is still required in extracting and interpreting the results 
obtained here. As mentioned earlier, the main goal of this study 
is systematically to clarify the roles of each variable property 
and the associated viscous dissipation. To achieve this, results 
were first obtained with all the properties being temperature 
dependent (fully variable case), since they provide an overall 
perspective, and the general trends that can be expected in the 
actual necking region of an optical fiber. Results were then 
obtained by systematically allowing each property to be temper- 
ature dependent while keeping all the other properties constant. 
Thus the effect of each variable property was interpreted by 
appropriately contrasting the results. 

3.1 Validation. Due to the lack of similar studies, valida- 
tion through direct comparisons is difficult. Instead, the compu- 
tational scheme was verified through physical consistencies and 
comparisons with a degenerate case of duct flows with a variable 
property fluid. These comparisons are presented below, and, in 
general, close agreements have been obtained. The discussions 
on physical consistencies are presented in the relevant sections 
where the results appear. 

The results for the thermally developing flow of a variable 
viscosity liquid in a tube with a step change in wall temperature 
are presented in Figs. 3 and 4. Consistent with Yang's (1962) 
definition, 3' < 0 denotes a heating liquid where the viscosity 
decreases with increasing temperature, 3' > 0 denotes a cooling 
liquid where the viscosity increases with decreasing tempera- 
ture, and y = 0 denotes a constant-viscosity liquid. As expected, 
the results, as shown in Fig. 3 (a)  show that the axial velocity 
profiles for a constant-viscosity liquid are unaffected by the 
sudden change in wall temperature. However, for cooling liq- 
uids (Fig. 3 (b)) ,  the axial velocity profiles, at successive axial 
locations, show the velocity at the center increases in the axial 
direction. This is due to the increase in viscosity near the cooling 
wall, which retards the flow near the wall, and thus increases 
the flow at the center. The opposite effect is observed for a 
heating liquid, where the decrease in viscosity near the heating 
wall causes an increase in the flow near the wall and a subse- 
quent decrease in the velocity at the center. This is shown in 
Fig. 3 (c) by the axial velocity profiles at successive axial loca- 
tions. As expected, the local Nusselt number in Fig. 3(d)  re- 
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Fig. 3 Results for flow in a tube with a step change in wall temperature of a fluid with (a) ,y = 0, (b) i, > 0, (c) 7 < 0, (d) different viscosity 
dependence 

flects the same general trends, where it increases with decreas- 
ing viscosity. All the results shown in Fig. 3 are consistent 
with physical expectations• As further verification, the Nusselt 
number profiles of Fig. 3 (d) are compared against the corre- 
sponding results of Yang (1962).  This is shown in Fig. 4, 
where the present computed profiles compare favorably with 
the approximate solutions obtained by Yang (1962). The lower 
values of Yang's  Nusselt number are consistent with the ne- 
glecting of axial conduction in his study• 

The effects of viscous dissipation on the thermally developing 
flow in a tube with a step change in wall temperature are sepa- 
rately considered in Fig. 5, where in Figs. 5 (a,  b),  the tempera- 
tures near the wall were found to be higher with viscous dissipa- 
tion than without. This is again consistent with expectations, as 
are the results shown in Fig. 5 (c )  where the local Nusselt 
number was higher for a larger viscous dissipative effect. Com- 
parisons were also made against available results. As shown in 
Fig. 6 (a) ,  excellent agreement was obtained against the numeri- 
cal results of Krishnan and Sastri (1978),  where the minor 
discrepancy is most likely due to errors incurred during the 
manual extractions from their semi-log graph. Comparisons 
were also made against the numerical results of Lawal and 
Mujumdar (1989),  as well as the analytical results of Ou and 
Cheng (1973),  which the former had tabulated for comparison 
purposes. Figure 6 (b) shows this comparison, where the consid- 
erable discrepancy between the results of Ou and Cheng ( 1973 ) 
and Lawal and Muj umdar (1989) were deemed to be acceptable 
to the latter authors• Considerably better agreement is achieved 
with the present results, where the minor discrepancy can be 
attributed to Ou and Cheng's (1973) early truncation of their 

series solution and Lawal and Mujumdar 's  (1989) neglect of 
axial diffusion. As a final check, the asymptotic Nusselt number 
is shown in Fig. 6 (b )  to be 9.6, which is in exact agreement 
with the results of Lin et al. (1983).  

3.2 O v e r a l l  P e r s p e c t i v e .  Figure 7 shows the results for 
the case where all the properties are temperature dependent, in 
addition to the presence of viscous dissipation. As noted earlier, 
the results for this case are of interest since they would provide 
an overall view of the expected trends in the drawing of optical 
fibers. Figures 7 (a)  and 7 (d) show the contours of the stream- 
function and temperature, where in the former, the streamlines 
were seen to bend with the prescribed neck shape, while in the 
latter, the temperature were seen to exhibit a large degree of 
uniformity in the radial direction. Both of these are expected 
characteristics. However, the contour plot of the vorticity (Fig. 
7 (b))  showed that it was confined to the region where the fiber 
radius is changing. The reason for this can be seen in Eq. (3b) 
where a nonzero source term exists for regions with nonzero 
radial velocity or velocity gradients. This is previously unknown 
and is noteworthy since it indicates that any material distribution 
that may occur would also be confined to this region. Also, it 
is iflteresting to note the localization of the viscous dissipation, 
which was also previously unknown. This is shown for the first 
time in Fig. 7 (c ) ,  where the region immediately upstream of 
where the neck terminates experienced the most significant vis- 
cous heating• 

3 . 3  E f f e c t  o f  V i s c o u s  D i s s i p a t i o n .  As mentioned earlier, 
the role of viscous dissipation needs to be clarified. Indeed, it 
is not uncommon for studies to ignore the viscous heating based 
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on the argument that it is negligible relative to the heat received 
from the furnace. To investigate this more closely, results are 
obtained for cases with and without viscous dissipation. How- 
ever, since the viscous heating is sensitive to the viscosity and 
thus the local temperature, the comparisons must be made for 
both cases where all the proPerties are variable and held con- 
stant. Therefore altogether, the four cases studied were: constant 
properties with viscous dissipation, constant properties without 
viscous dissipation, variable properties with viscous dissipation, 
and variable properties without viscous dissipation. 

Previously it was shown in Fig. 7 (c) that the viscous dissipa- 
tion is localized to a small volume upstream of the fiber section. 
The implications are that not only will the power density be 
large, but also the small surface area will limit the influence of 
the convective and radiative exchange. Thus, contrary to the 
common assumption, the effect of viscous dissipation may be 
considerable. As shown in Fig. 8, this was indeed the case, 
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Fig. 8 Effect of viscous dissipation on the surface temperature 

where the localized heating can be seen to have a large impact 
on the exit temperature, regardless of whether the properties 
were variable or held constant. Of course, when the properties 
were held constant, the viscosity at the exit was higher and 
thus, the consequent effect of viscous dissipation was more 
pronounced. The difference was more subtle (~190 K) when 
the properties are allowed to vary with temperature, but none- 
theless important since the implication on the viscosity, the 
force balance, the neck shape, and the resulting transport is 
much more substantial (Choudhury et al., 1995). 

3.4 Effect of Variable Properties. In this section, results 
are analyzed in detail to study the effects of each variable prop- 
erty. In general, three types of plot are presented. These are the 
axial variation of the surface temperature, the temperature lag, 
and the velocity lag (the last two are herein defined to be the 
difference between the surface and center values, divided by 
the center value). In each of these plots, comparisons were 
made between cases with and without allowing the property in 
question to vary with temperature. Where the property was not 
allow to vary with temperature, the value evaluated at T,, was 
used instead. Usually only one property is allow to vary in each 
case, since this would enable a clearer interpretation of the 
results. Also, all the studies presented include viscous dissipa- 
tion effects. This is consistent with the fact that unlike properties 
that may be altered by different dopants, viscous dissipation is 
always present. 

According to Eq. (4d), a variable surface tension can pro- 
duce vorticity along the surface and thus impact the flow (Lev- 
ich and Krylov, 1969). Specifically, the vorticity is equal to 
the quotient of the tangential variation in the surface tension 
and the local viscosity. Thus, there exists a possibility for the 
creation of considerable vorticity if a very high surface tension 
gradient c0-existed with a very low viscosity. However, due to 
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Fig. 10 Effect of variable viscosity on (a) surface temperature,.(b) tem- 
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the large viscosity of fused silica and its weak surface tension 
dependence on temperature, this would require either a very 
high surface temperature, or a very high tangential temperature 
gradient. Therefore, it is of interest to investigate whether such 
conditions exist in a realistic situation. As shown in Fig. 9, 
these conditions did not exist since allowing the surface tension 
to vary with temperature produced negligible difference in the 
surface temperature, temperature lag, or velocity lag. It should 
be noted here that since the effect of surface tension can be 
magnified by a sufficiently low viscosity, comparisons were 
made both with the remaining properties variable (cases 3 and 
4) and held constant (cases 1 and 2).  

The effect of variable viscosity was considered next. As seen 
in Fig. 10(a) ,  flows with a temperature-dependent viscosity 
attained a lower temperature at the exit than that for the case 
where the viscosity is evaluated at Tin. This is due to the fact 
that near the exit where the viscous heating was shown to be 
significant, the variable viscosity case allowed for a lower vis- 
cosity and thus a lower viscous dissipation: The presence of 
variable viscosity seems to also impact the flow within the 
necking region. This is evident by the differences in the temper- 
ature lag profiles shown in Fig. 10(b).  It is also evident from 
the velocity lag profiles of Fig. 10(c) ,  where the variable vis- 
cosity case produced a surface velocity larger than the center 
velocity, with the maximum difference being about 1.5 percent. 
This behavior is of particular importance since it could alter 
the material and impurity distribution within the neck region. 
As shown in Eq. (3b),  this is apparently due to the vorticity 
generated by the viscosity generated by the viscosity gradients, 
and was also previously observed in Fig. 7 (b) .  

The effects of variable thermal Properties, such as specific 
heat and thermal conductivity, are fairly straightforward and, 
in many cases, the basic trends can be deduced from physical 
intuition. Nonetheless for the sake of completeness and for 
checking the validity of the scheme, quantitative numerical re- 
suits were. obtained. Shown in Figs. 1 1 and 12 are the respective 
results for variable conductivity and specific heat, where each 
is contrasted with results obtained by assuming constant thermal 
properties with values proportional to that evaluated at Tin. Thus, 

for the variable thermal conductivity case, the three constant 
cases are denoted as kl,  k2, and k3 where each corresponds to 
k(T~), 2k(Tm), and 4k(Tm), respectively. Similarly for c F, the 
three constant cases are denoted c~, 1, ct,2, and c,3, which corre- 
spond to cp(Tm), 2c,(Tm), and 4cp(Tm), respectively. The re- 
sults were generally consistent with expectations. That is, sur- 
faces with larger thermal conductivities (Fig. 1 1 (a) )  or lower 
specific heat (Fig. 12(a)) ,  heated and cooled faster, which is 
certainly consistent with the effect of a larger thermal diffusiv- 
ity. Most importantly, the changing thermal diffusivity also 
tended to produce significant effect on the temperature lags (or 
gradients), which as shown in Figs. 1 1 (b) and 1 2 (b),  cannot 
be reproduced by assuming constant properties. 
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4 Conclusions 
The free-surface flow and thermal transport of  fused silica 

with variable properties, prescribed heat flux, and neck shape 
was considered. Experimental data from previous researchers 
were adapted or used as basis for assumptions in order to enable 
a realistic analysis. The main objectives were to investigate the 
effects of the variable properties and the associated viscous 
dissipation. A new solution algorithm was developed in order 
to overcome the difficulties posed by the large geometric varia- 
tion and viscosity range as well as the coupling between the 
viscous dissipation and the exponentially dependent viscosity. 

Validation was achieved through physical consistency and 
comparisons with results on duct flow with variable properties. 
Several new results were obtained. First, it was shown that 
although the viscous heating may be small relative to the heat 
from the furnace, it has considerable impact on the exit tempera- 
ture due to its localization to a small volume near the fiber 
section. Second, it was shown that variable surface tension has 
negligible effect on the transport unless materials properties 
changed dramatically. In addition, it was shown that the effect 
of variable viscosity is to produce vorticity, but only in the 
neck-down region where the prefoma radius undergo changes. 
This may have implication on materials and defects redistribu- 
tion, although the current velocity lag is small. Finally, the 
effect of variable thermal diffusivity seems to be only relevant 
in determining the radial temperature gradient, although this 
could have important implications since this may affect optical 
defects (Lee, 1993). 
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A P P E N D I X  
Configuration and Properties Dependence 

The objective of  this work was to illustrate clearly the role 
of each of the variable properties and the viscous dissipation. 
To achieve this purpose, it is necessary to use configurations 
and properties data as closely resembling reality as possible. 
Thus, the variations in the properties and viscous dissipation 
are viewed as perturbation about this state. 

In general, very little information is available on the incident 
heat flux. Most, if  not all, of the previous studies have tended 
to make arbitrary assumptions. Paek and Runk (1978) were 
probably one of the few teams who had tried to obtain some 
experimental basis for their heat flux profile. Through a combi- 
nation of experiment and analyses, they deduced that the inci- 
dent heat flux should exhibit a Gaussian profile with a maximum 
value of 500,000 W / m  2. It is based on these facts that the 
Gaussian-like profile was chosen in Eq. (A. 1 ). The cosinusoidal 
form was used as it allowed more flexibility in varying the 
shape of  the profile. 

For z < z, = 0.065 m: q" = 0 

At z = zb = 0 .14m:  q" = q',~,x 

For z > z, = 0 .19m:  q" = 0 

For zc, -< z -< zh: 

[( )] : Z - -  Za qmax 
q ,  q':~ax cos 7r + 1 + - -  

2 Zb Z,, 2 

For zb -< z - <  Zc: 

= z - Zb qmax 
q" q ...... cos 7r - -  + - -  (A . I )  

2 kZ, ,  - z~ , /  2 
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The maximum value of this profile was not taken directly from 
Paek and Runk (1978),  but was instead deduced based on 
physical arguments. That is, the resulting temperature of the 
fiber should increase monotonically to a maximum value and 
then decrease monotonically to a minimum value, larger than 
Tin. This is in order to ensure the continuous drawing of  the 
fiber without breakage, and the lowest q',~,x that satisfied this 
condition was coincidentally found to be identical to the find- 
ings of Paek and Runk (1978) to be 500,000 W / m  2. Clearly, 
this is not the most rigorous approach to determining the heat 
flux profile, but the present one should be reasonably realistic 
so to enable our studies on the effect of  variable properties. A 
later study will be performed to determine the nature of  this 
heat flux more exactly. 

The neck shape used in this study was also chosen to corre- 
spond with the measurements of Paek and Runk (1978).  Their 
data were presently curve-fitted with an eighth-order polyno- 
mial, which is given below: 

For z < z ~ = 0 . 0 9 m :  R = R i  = 0 . 0 0 6 2 8 8 m  

For z > z 2 =  0 .27m:  R = R ~ =  0 .000059m 

For z~ ~ Z --~ Z2: 

log10 R = -6.66531 × 105(z - ( z l -  0.02)) 8 

+ 1.5152 × 106 (z - (zl - 0.02)) 7 

- 6.20906 × 105 (z - (z~ - 0.02)) 6 

+ 1.56512 M 104(z - (zj - 0.02)) 5 

+ 3.0826 × 104(z - (zt - 0.02)) 4 

- 4.71803 × 103(z - (zl - 0.02)) 3 

+ 78.84(z - (zl - 0.02)) ~ 

+ 1.57224(z - (z~ - 0.02)) - 2.231642 (A.2) 

Clearly, this neck shape is part of the solution to the overall 
process, and its prescription is of concern. The best approach 
is to generate the neck shape as part of the solution, but several 
other key questions must be answered before such an attempt 
can be successful. Thus, the current study represents one such 
attempt to clarify the roles of each properties. F o r  this study, 
the configuration of  the system is based on the available experi- 
mental measurements, and thus the computations that follow 
should be realistic. However,  in eliminating the viscous dissipa- 
tion or varying the properties, the results may be less realistic 
as the neck shape may vary in response. Still, the general behav- 
ior of the results would enable the determination of  their respec- 
tive roles. For example, one of the findings of  this study is that 
the variable viscosity impacted the flow through the generation 
of vorticity. It is unlikely that this mechanism would disappear 
if  the shape were allowed to vary. 

The material properties such as thermal conductivity, surface 
tension, specific heat, and viscosity were all taken to be tempera- 
ture dependent. The thermal conductivity was obtained from 
Fleming (1964),  whose data were presently curve-fitted with a 
third-order polynomial: 

For 310.78 K-<  T-< 1921.89 K 

k c ( T )  = -1 .6874325 X 10 H - -  - 459.4 

+ 4.7386566 × 10 -9 - -  - 459.4 

+ 4 . 3 1 1 1 7 3 7 ×  1 0 - 4 ( ~ - 4 5 9 . 4 )  + 1.3424434 

For T < 310.78 K: k~ = kc(310.78) 

For T > 1921.89 K: kc = kc(1921.89) (A.3a)  

This conductivity was then combined with a radiative compo- 
nent, which, following Myers '  (1989) approach, was obtained 
by using Rosseland's assumption to approximate the radiative 
transport within. From Myers (1989),  this radiative conductiv- 
ity was computed as: 

16n2~rT 3 _ 16(1.42)25.729 × 10 -8 T 3 
kr - - -  

3a 3 400 

= 1.5402607 × 10-9T 3 (A.3b) 

The temperature dependence of the surface tension, specific 
heat, and kinematic viscosity were also obtained by the present 
curve-fitting of Fleming's  (1964) data: 

For T <  Tm, ~ = 0.17315 

For T--> Tin, ~ = 3.375 × 10-ST + 0.10902625 (A.4) 

For 310.78 K_~ T-~  1699.67 K 

cp (T )  = -1 .9202379 × 10 -H - -  - 459.4 

_  000  99 10 4 ( 7 _  

+ o (9 ;  4 ,94)  + 6 , ,046 

For T < 310.78 K: Cp = cp(310.78) 

For T > 1699.67 K: cp = cp(1699.67) (A.5) 

Equation (A.6) assumes that the entire fused silica behaves as 
a Newtonian fluid with the viscosity varying exponentially with 
the temperature. This is consistent with the noncrystalline struc- 
ture of glass, where the apparently solid portion is a fluid with 
a large viscosity. This assumption essentially ignores any visco- 
elastic or non-Newtonian behavior of the silica, since in general, 
very little is known about the behavior of fused silica under 
this flow configuration. However,  it is clear that any viscoelastic 
effect will be minimal as the drawing tension is only on the 
order of  0.1 N. In addition, it is widely accepted that at low 
rate o f  deformation, glass behaves as a Newtonian fluid (Uhl- 
mann and Kreidl, 1984). While in the current system, the defor- 
mation may be high, its rate may not be high as the feeding 
rate is low. Also, while the final drawing velocity is large, 
most of the deformation occurs under a relatively low velocity 
condition. 
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Instability of Convection and 
Heat Transfer of High Prandtl 
Number Fluids in a Vertical Slot 
The stability of convective motion of high-Prandtl-number fluids, generated by a 
lateral temperature difference across a vertical slot with aspect ratio 15, is studied 
numerically. The Prandtl number range studied is from 50 to 2000. The nonlinear 
governing equations are solved by a finite difference method. The predicted flow 
patterns and critical values are in good agreement with the recent experimental 
results of Wakitani (1994). It is found that the vorticity distribution along the vertical 
centerline of the slot is a very sensitive indicator of  the onset of" multicellular flow. 
The critical Grashof number varies almost inversely with the Prandtl number; conse- 
quently, the critical Rayleigh number is essentially independent of the Prandtl number. 
Heat transfer results show good agreement with the experimentally correlated values, 
and they are independent of the Prandtl numbers and the flow patterns. 

1 Introduction 

Since the pioneering work by Batchelor (1954), thermal con- 
vection in a vertical slot due to lateral temperature gradient has 
been the subject of extensive research because of its important 
applications in engineering and geophysics. Summaries of re- 
search results can be found in the papers of Lee and Korpela 
( 1983 ) and Wakitani (1994). In this paper, we study the transi- 
tional process from unicellular to multicellular convection in 
constant-property fluids of large Prandtl numbers (50-2000) 
by numerical simulation. Results of previous research work 
closely related to our problem are reviewed in the following. 

Elder (1965) was the first to observe experimentally that the 
convection pattern within the slot changes from a unicellular 
flow at low Rayleigh numbers to a secondary flow pattern con- 
sisting of an array of cells at higher Rayleigh numbers. When 
the Rayleigh number is further increased, a tertiary flow pattern 
emerges in which small counterrotating cells are generated be- 
tween the well-established secondary cells. For a silicone oil 
with Pr ~ 1000 in a slot of aspect ratio 19, the critical Rayleigb 
number was found to be 3 × l0 s + 30 percent. Elder defined 
the onset of secondary flow by the appearance of two convection 
cells in the slot, one large cell in the upper ~ of the slot and a 
small cell below it. The onset of multicellular convection in the 
form of five cells of approximately equal wavelength occurred 
at a much higher Rayleigh number of 4.9 × 105. Vest and 
Arpaci (1969) performed experiments with a silicone oil (Pr 
= 900) in a slot of aspect ratio 20. They found the critical 
Rayleigh number to be 3.7 × 105 ± 10 percent. Seki et al. 
(1978) used water, transformer oil (Pr = 480), and glycerine 
(Pr = 12,500) in their experiments in a slot of aspect ratio 15. 
They obtained heat transfer data over a large Rayleigh number 
range and clear streak photographs of the convection patterns 
that compare well with their numerical simulations. It was noted 
that the viscosities of all three fluids are temperature dependent. 
More recently, Wakitani (1994) carried out experiments with 
silicone oils (Pr = 50, 125, and 900) to examine the transition 
to secondary flow at aspect ratios of 10, 15, and 20. The results 
were compared with previous experimental results and the theo- 
retical predictions of Bergholz (1978). For A = 15, the critical 
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Rayleigh numbers were determined to be 6.0 × 105 and 5.5 × 
105 for Pr = 50 and 125, respectively. 

In addition to their experiments, Vest and Arpaci (1969) 
carried out a linear stability analysis for an infinite slot for both 
the conduction and the boundary layer regime in the slot. In 
the conduction regime, the temperature within the slot did not 
vary in the vertical direction. As the flow entered the boundary 
layer regime, a positive vertical temperature gradient was estab- 
lished, as predicted by Gill (1966). Elder's (1965) data showed 
that the vertical temperature gradient remained constant over a 
wide Rayleigh number range. In a stability analysis based on 
the flow in the boundary layer regime, a value of the temperature 
gradient must be assumed. Hart ( 1971 ) considered the stability 
of convection in a sloping, narrow tank both theoretically and 
experimentally for air and water. He noted that a term was 
inadvertently left out of the linearized energy equation of Vest 
and Arpaci (1969). The stability analysis was based on the 
boundary layer regime using the experimentally determined 
temperature gradient in the fluid along the tank. Reasonable 
agreement was obtained between experimental and theoretical 
results. Bergholz (1978) performed linear stability analysis on 
fluids with Prandtl numbers ranging from 0.73 to 1000. He 
found that instability can onset either in a travelling wave mode 
or a steady convection mode. But for fluids with Pr >- 50, the 
steady convection mode is the critical one for a specified range 
of stratification parameter 7. 

Lee and Korpela (1983) studied the problem by numerical 
simulation. They integrated the nonlinear governing equations 
for a constant-property, Boussinesq fluid with Prandtl numbers 
ranging from 0 to 1000. By examining the streamline pattern 
and the isotherms, a critical Rayleigh number can be deter- 
mined. For A = 15 and Pr = 1000, the critical Rayleigh number 
was found to be 4 x 105. Daniels (1985, 1987, 1989), in 
a series of papers, considered convection and its subsequent 
instability in a finite slot by asymptotic analysis. His results 
showed that, for large-Prandtl-number fluids in a slot of large 
aspect ratio, a universal neutral curve can be obtained. Instabil- 
ity of the steady convective mode occurs at the critical value 
of stratification parameter yc = 6.30. It was also shown that this 
result was in reasonable agreement with earlier experimental 
observations. 

The objective of tiffs paper is to use an accurate numerical 
scheme to study the transitional process from unicellular to 
multicellular flow in a heated slot. Specifically, we examine the 
onset of secondary flow in a constant-property, Boussinesq fluid 
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of high Prandtl number in a slot of aspect ratio 15. The Prandtl 
number range considered is from 50 to 2000. The critical Gras- 
hof number and the stratification parameter at the onset of sec- 
ondary flow are determined and compared with the experimental 
results of Wakitani (1994) and the computational results of  Lee 
and Korpela (1983).  Good agreement is obtained. The heat 
transfer results show good agreement with the experimentally 
correlated values of Seki et al. (1978).  

2 Governing Equations and Numerical Algorithm 
Consider a vertical slot of height H and width L, with two 

horizontal impermeable, rigid adiabatic walls. The left and right 
walls are maintained at uniform constant temperatures, Th and 
Tc (<Th) ,  respectively. The temperature difference is assumed 
to be small enough that the Boussinesq approximation holds 
when a Newtonian fluid of  density p, with constant kinematic 
viscosity v and thermal diffusivity c~, is contained in the cavity. 

The governing equations can be put into nondimensional 
form by scaling the vertical coordinate by H,  the horizontal 
coordinate by L, time by L2/lj, temperature by A T  = Th - To, 
velocity by U = g/3ATL2/v, and pressure by pU z. Introducing 
the stream function ~0 and the vorticity 0̀1 

1 O0 O@ 
u - v = - - -  (1) 

A Oy Ox 

Ov 1 0 u  
~o - ( 2 )  

Ox A Oy 

we obtain the nondimensional governing equations: 

0[// 00`1 ~ 020. I 102co 00 & o _ G r  &000`1+ + - - +  - - +  (3) 
Ot A Oy Ox Ox Oy /  Ox 2 -~  @2 -~x 

O0 

Ot 

Oaq, 1 02~ 
- -  - -  l -  - - - -  0`1 
Ox 2 A 20y  2 

Gr 0~b 00 + _ _  + + 

A Oy Ox Ox ~y Pr \ Ox 2 ~ 7 0 y 2 /  

The boundary conditions are 

x = O q, = O~,/Ox = O O= 1 

x =  1 0 = &O/Ox = O 0 = 0  

y = 0  ~ =  O@/Oy = 0  O0/Oy = 0  

y = 1 qt = O~l,/Oy = 0 O0/Oy = 0 

A finite difference method is used to solve the above govern- 
ing equations. In detail, we adopt the schemes by Lee and 
Korpela (1983) to discretize Eqs. (3) and (5) ,  that is, the 
explicit scheme of Arakawa (1966) for the nonlinear terms, the 
DuFor t -Frankel  (1953) scheme for the diffusive terms, and the 

Table 1 Grid convergence test for A = 16 ,  Ra  = 24,000, and Pr = 0 . 7 1 ;  

is evaluated at the center of the slot, and to at the midheight of the 
w a l l  

A u t h o r s  I•l x 10 3 

Pre.sent study 

Le Qu&~ (1990) 

w × 102 I Nu i grids 
i 

1.586 7.026 1.830 9 x 65 

1.370 5.564 !1.893 17 x 129 

1.336 5.236 1.901 33 x 129 

1.317 5.159 1.903 33 x 257 

1.31.0 5.088 1.902 !65 x 257 
I 

1.316 5.080 1.901 132 x 150 

central difference scheme for the time derivatives. The Poisson 
Eq. (4) is solved by Alternating Direction Implicit (ADI)  
method (Roache, 1982), aided with the prediction method (Van 
Doormaal and Raithby, 1984), and Block Correction Technique 
(BCT)  (Patankar, 1981). The boundary vorticity is determined 
by Thorn's rule (Roache, 1982). Calculations for cases of the 
specific Prandtl number or aspect ratio are started from an ini- 
tially motionless state. Calculations at higher Grashof numbers 
are then initiated from the results of low Grashof numbers. 

3 Accuracy Assessment 
The code based on the algorithm given above has been tested 

by calculating the natural convection of air in vertical slots with 
aspect ratio A = 16 and 20 and comparing the output with 

(4) known results. The following are the test results: 

1 A = 16. We compare our results with those of  the two- 
(5) cell solution at Ra = 24000 (Gr = 33803) calculated by Le 

Qu6r6 (1990) using the Tau-Chebyshev  algorithm. A grid con- 
vergence study is first carried out. The results at the sampling 
points are given in Table 1. It shows that spatially converged 
results can be obtained with increasing grid numbers even for 

(6) the more sensitive quantity, the vorticity at the midheight of 
(7) the left wall. Since only a small improvement is obtained when 

refining grids from 33 × 129 to 33 × 257, the grid number of  
(8) 33 × 129 is usually adopted in the study. With this grid, the 
(9) vorticity is within 3 percent of  the results of Le Qu6r6. The 

streamline and isotherm distributions are shown in Fig. 1. They 
are in good agreement with those obtained by Le Qu&& As 
can be seen, the flow is characterized by a two-cell secondary 
flow pattern, and has a wavenumher approximately 1.60. This 
wavenumber agrees very well with Le Qu6r6, who obtained a 
wavenumber 1.59. 

N o m e n c l a t u r e  

A = aspect ratio = H/L 
g = gravitational acceleration 

Gr = Grashof number = gflATL3/v 2 
H = height of the slot 
L = width of the slot 

Nu = Nusselt number 
Pr = Prandtl number = v /a  

Ra = Rayleigh number = g/3ATL3/c~v 
S = dimensionless vertical temperature 

gradient at the center = O0/Oy 
t = dimensionless time 

T -- temperature A T  = temperature difference 
x, y = dimensionless Cartesian coordi- 0 = dimensionless temperature 

nares v = kinematic viscosity 
U = characteristic velocity = p = density 

gflATL2/v q* = stream function 
u, v = dimensionless velocity compo- 0̀1 = vorticity 

nents 
a = thermal diffusivity Subscripts 
/3 = coefficient of  volumetric expan- c = cold wall or critical value 

sion h = hot wall 
3' = stratification parameter = (0.25 S L = local value 

Ra/ A ) 0.25 
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1000, and 2000. The values 158, 405, and 720 correspond to 
70, 80, and 90 percent glycerol in water, respectively. The onset 
of instabilities at these Prandtl numbers is determined. 

For a high-Prandtl-number Boussinesq flow, the flow enters 
the transition and boundary layer regimes from the conduction 
regime as the Grashof number is increased with A fixed. The 
isotherms of these typical regimes corresponding to Gr = 
50,500, and 5000 at Pr = 50 are shown in Fig. 2. As can be 
seen, in the conduction regime (Fig. 2(a) ) ,  convection is con- 
fined near the ends. The isotherms are almost vertical in the 
slot, i.e., heat transfer across the slot is conduction dominated. 
With increased Grashof number, a stable vertical temperature 
gradient develops in the core region of the flow (Fig. 2(b)) ,  
indicating the more significant role of the convection. Further 
increasing the Grashof number causes the flow to be confined 
to thin layers at the sidewalls, and the heat transfer to be primar- 
ily by convection (Fig. 2(c)) .  The horizontal temperature dis- 
tributions at the midheight are shown in Fig. 3 at Gr = 50, 
500, and 5000, respectively. The temperature gradient increases 

, (a) (b) 
Fig. 1 Two-cell solution at Ra = 24,000 and Pr = 0.71: (a) streamfunc- 
tion, ~ = - 3 ,  - 6 ,  - 9 ,  -12,  -15 ,  - 1 8  x 10-4; (b) isotherm 

2 A = 20. The second test is to determine the critical Gras- 
hof number by increasing Grashof number gradually. At Gr = 
8800, only one large cell is observed. At Gr = 8900, very weak 
cells are observed in the cavity. Also, the horizontal velocity 
and temperature along the vertical plane show notable waviness 
indicating the onset of cellular flow. This value is in excellent 
agreement with that predicted by Lauriat and Desrayaud 
(1985), who obtained Grc = 8900. 

4 Results and Discussion 

4.1 Flow Development. The code is used to simulate the 
thermal convection in a vertical slot with A = 15, for which 
comparable, experimental results (Wakitani, 1994) are avail- 
able. The chosen Prandtl numbers are 50, 125, 158, 405, 720, 

l 
i 

I 
1 

(a) (b) (c) 
Fig. 2 Typical isotherms at Pr = 50: (a) Gr = 50, conduction regime; (b) 
500, transition regime; (c) 5000, boundary layer regime 
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F i g .  3 The horizontal temperature distribution at the middle height 

adjacent to the wall but decreases in the center region as the 
Grashof number increases. At still higher Grashof numbers, the 
horizontal temperature gradient becomes positive, as shown in 
the experiments of Wakitani (1994). 

As the Grashof number is further increased, small cells rotat- 
ing in the same direction as the original unicellular flow are 
observed in the center. These are commonly termed secondary 
cells and characterize the onset of instability. This typical devel- 
opment is illustrated in Fig. 4 for a fluid with Pr = 125. Note 
that to bring out the salient features of the flow changes in ZXO 
are not constant. The flow remains unicellular until Gr = 4400 
(Fig. 4 (a)) ,  then instability develops and a four-cell secondary 
flow pattern with a wavelength 1.45L is found at Gr = 4500 
(Fig. 4(b)) .  As the Grashof number is increased to 14,000, six 
well-developed secondary cells with an approximate wave- 
length of 2.25L are in the slot as shown in Fig. 4(c).  Wakitani 
(1994) observed six secondary cells in his experiments when 
the Rayleigh number reached 7.49 × 105 (Gr = 5992). The 
corresponding experimental values of the wavelength, estimated 
from the flow patterns obtained by Wakitani, are 1.5L at Ra = 
6.62 × 105 (Gr = 5296) and 2.21L at Ra = 1.8 × 106 (Gr = 
14,400). The agreement is excellent. Actually, a smaller tertiary 
cell is sandwiched between two secondary cells in the center at 
Gr = 14,000 as shown in Fig. 4(c).  Such tertiary cells were 
observed at Ra = 1.8 x 106 (Gr = 14,400) in Wakitani's 
experiment. The tertiary cell develops as the Grashof number 
is further increased. A well-developed tertiary flow pattern at 
Gr = 20,000 is shown in Fig: 4(d).  The flow still shows six 
secondary cells; however, the cells at the ends become much 
weaker than those in the center. The wavelength is increased 
slightly to 2.35L. The estimated wavelength from Wakitani's 
experimental flow pattern at Ra = 2.68 × 106 (Gr = 21,440) 
is 2.47L. Comparing the cases shown in Fig. 4, we see that the 
flow in the end regions exhibits only slight variations as the 
Grashof numbers is increased. The corresponding isotherms, 
shown in Fig. 5, illustrate the boundary layer behavior before 
the onset of instability (Fig. 5(a)) .  As the Grashof number is 
increased, the isotherms show a strong convective motion in 
the central two cells (Fig. 5(b) ,  5(c),  and 5(d)).  When the 
tertiary cell develops, no notable variations in the isotherms are 
found. The isotherms at the end zones do not show much varia- 
tion. This is in accordance with the flow at the ends as men- 
tioned above. 

The vorticity and temperature profiles along the vertical cen- 
terline, near the critical state and at one supercritical state, are 
shown in Fig. 6 for Pr = 125. It can be seen in Fig. 6(a)  that 
the vorticity exhibits small variations even at the subcritical Gr 
= 4400, which corresponds to a single cellular flow in the slot 
(Fig. 4(a)) .  Such small variation in the vorticity just prior to 
the onset of instability is found in all of the cases studied. At 

the supercritical Gr = 4500, large variations develop. The four 
large modulations correspond to the four clearly established 
secondary cells (see Fig. 4(b)) .  It is evident that the vertical 
distribution of vorticity serves as an excellent indicator of the 
onset of instability, more sensitive than the streamline patterns. 
Small indentations are found in the positive peaks of vorticity 
when the tertiary flow is well developed (Gr = 20,000), which 
are indicative of the tertiary cells. It is interesting to note that 
this feature can be found in Fig. 3 of de Vahl Davis and Mallin- 
son (1975) but it was not discussed by them. The vertical 
distribution of the horizontal velocity component and the stream 
function along the centerline are similarly modulated as the 
vorticity, but no small valleys are found at the locations of the 
tertiary cells. 

The temperature profile, shown in Fig. 6(b),  is quite smooth 
at Gr = 4400. At the onset of instability, near Gr = 4500, the 
temperature distribution is greatly altered by the multicellular 
convection, showing step changes between the cells. An unsta- 
ble temperature gradient exists within each secondary cell, 
which disappears when the Grashof number is increased, re- 
suiting in better mixing. At Gr = 20,000, a s~,all step change 
in temperature can be discerned at the locations of the tertiary 
cells. When the grid points in the vertical direction of the slot 
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Fig. 4 Typical flow patterns at Pr = 125: (a) Gr = 4400, ~ = -4 ,  - 8 ,  
-12 ,  -16 ,  -20 ,  - 2 4  x 10-6; (b) Gr = 4500, ~ = - 5 ,  -10 ,  -15 ,  -20 ,  -24 ,  
- 2 7  x 10-6; (c) Gr = 14,000, ~ = -2 ,  -4 ,  - 7 ,  -10.4,  -14 ,  - 1 9  x 10-6; 
(d) Gr = 20,000, ~ = - 2 ,  --4, -5 .8 ,  -7 .8 ,  -11 ,  - 1 4  x 10 -5 
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Isotherms at Pr = 125: (a) Gr = 4400; (b)  4500;  (c)  14,000; (d) 

were increased to 257, the same salient features in the vertical 
profiles were obtained. 

The results for Pr = 1000 are presented in Fig. 7 to illustrate 
the effect of large Prandtl number. Numerical calculations for 
this Prandtl number have been reported by de Vahl Davis and 
Mallinson (1975), and Lee and Korpela (1983). The latter 
gave results for A = 15 based on grid numbers 21 × 129. Our 
results are obtained based on grids of 33 X 129. 

Figure 7 shows the typical flow patterns with increasing Gras- 
hof number. The flow in the slot is unicellular at Gr = 450 
(Fig. 7(a) ) ,  although the horizontal velocity profile along the 
vertical centerline already shows some small waviness. With 
further increase in Grashof number, instability develops leading 
to a multicellular flow pattern at Gr = 500 (see Fig. 7(b)) .  
This indicates Grc = 450-500, slightly greater than the numeri- 
cal value given by Lee and Korpela, who obtained Grc = 400. 
This discrepancy is discussed in the next section. Further in- 
crease in the Grashof number strengthens the secondary flow, 
and at Gr = 2000, there is a small tertiary cell at the center of 
the slot as in the case of Pr = 125 at Gr = 14,000 (Fig. 4(c)) .  
Well-developed tertiary cells are shown in Fig. 7(d) at Gr = 
3000. 

4.2 Critical Grashof Number. The critical Grashof num- 
bers, Gr~i for all the cases considered are presented in Table 2, 
together with the experimental results of Wakitani (1994) and 

the computational results of Lee and Korpela (1983). Also 
listed are the equivalent critical Rayleigh numbers, Rao, and the 
critical stratification parameter, y~. Our calculated results show 
excellent agreement with the experimental values of Wakitani 
at Pr = 50 and 125. At Pr = 1000, the value of Gro found by 
Lee and Korpela is ~ 15 percent lower than ours. We believe 
this is mainly due to the larger number of horizontal grid points 
we used (33) compared to Lee and Korpela (21). Table 1 
shows that, as the grid points increase from 17 x 129 to 33 x 
129, there is a decrease in the value of I qtl. Since the cells are 
determined by the closed streamline surrounding the max 1~1, 
instability as defined by us and by Lee and Korpela (1983) will 
appear first in the results from calculations made with less grid 
resolution. If we use the estimate of the boundary thickness 
suggested by Gill (1966), 6 /L  = 1.8 ( A / R a )  1/4, the boundary 
layer is resolved by 2.8 grid spacings in Lee and Korpela's 
calculations and by 4.5 grid spacings in our calculations. It is 
therefore reasonable to expect our results to be more accurate. 
Furthermore, in view of the excellent agreement between our 
results and those of Le QuEr6 (1990) and Lauriat and Desrayaud 
(1985), each using a computation scheme different from the 
present method, we are quite confident about the results pre- 
sented here. For Pr = 50 and 1000, the values of Gr~ correspond- 
ing to our computed y~ are approximately 7100 and 240, respec- 
tively, according to Bergholz's (1978) predictions. These val- 
ues are approximately 50 percent less than the results obtained 
here. 
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Fig. 6 Vorticity and temperature profiles along the vertical center line 
at Pr = 125 for Gr = 4400, 4500, and 20,000: (a) vorticity; (b) temperature 
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Fig. 7 Typical flow patterns at Pr = 1000: (a) Gr = 450, ~ = -5 ,  -10 ,  
-15 ,  -20 ,  -25 ,  - 2 8  × 10-s; (b) Gr = 500, ~ = -5 ,  10, -15 ,  -20 ,  -26 ,  
- 2 9 ×  10 5;(c)  Gr = 2 0 0 0 , ~ =  - 3 , - 6 ,  9, -12 ,  -15 ,  - 1 7  × 10-5; (d)  
G r = 3 0 0 0 , ~ =  3, 6, -6 .5 ,  - 9 ,  -11 ,  - 1 4  × 10 6 

Table 2 Critical values at the onset of the secondary flow compared 
with available experimental and calculated results 

Pr 

50 

125 

158 

405 

720 

1000 

2000 

Grc Rac x 10 -s 

12000-13000 &00-6.50 

12000 6.00 

4400-4500 5.50-5.63 

4400 5.50 

3300-3500 5.21-5.53 

1200-1300 4.86-5.27 

700-720 5.04-5.18 

450-500 4.50-5.00 

400 4.00 

200-220 4.00-4.40 

% authors 

8.47 Present study 

8.27 Wakitani (1994) 

8.15 Present study 

8.09 Wakitani (1994) 

8.10 Present study 

8.04 Present study 

7.98 Present study 

7.81 Present study 

7.60 Lee and Korpela (1983) 

7.69 Present study 

,.Y 
O 
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Variation of the critical Grashof number with the PrandU number 

The nondimensional temperature gradient, S, evaluated near 
the center of the slot is essentially constant (=0 .49)  throughout 
the Prandtl number range. This compares favorably with the 
value of 0.468 obtained experimentally by Wakitani (1994).  
The critical stratification factor, Yc, however, shows a slight 
decreasing trend with increasing Pr from 8.47 to 7.69; see Table 
2. These values are 34 to 22 percent greater than the value 
predicted by Daniels (1989) of  6.3. 

The variation of Grc with Pr is shown in Fig. 8, together with 
the results of Wakitani (1994) and Lee and Korpela (1983).  
The computed results suggest the following correlation: 

Grc = 8.835 × 105 Pr -1°92 (10) 

which is also shown in the same figure. From the definition of  
y and with a constant S, Grc = 8AT4pr -~ . The slight decrease 
of 3, with Pr as shown in Table 2 resulted in the Pr -1'°92 depen- 
dence of  the critical Grashof number. 

4.3 Hea t  T rans fe r  Results.  The local heat transfer rate 
along any vertical plane in the cavity is given by 

00 
NUL-- + P r G r u 0  (11) 

Ox 

The average heat transfer rate is calculated by Simpson's  rule. 
A typical local heat transfer rate along the hot wall is shown 
in Fig. 9, for Pr = 125. The maximum value occurs near the 
bottom of the cavity, where the boundary layer flow begins. At 
Gr = 4500, the local Nusselt number still shows a smooth 

Fig. 9 
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variation although the instability has already occurred. As the 
Grashof number is increased to 14,000, modulations in NuL 
coinciding with the locations of the six cells (Fig. 4(c))  are 
noted. When the tertiary flow is well developed, the local Nus- 
selt number does not exhibit any different features at the tertiary 
zone. This suggests that the small tertiary cells, confined in the 
center part as shown in Fig. 4(d),  are very weak compared 
with the secondary cells. Its influence on the flow cannot pene- 
trate the vigorous boundary layer flow. At Gr = 20,000, several 
small disturbances in NuL are found at the height approximately 
yA = 11-12 along the left wall. These are the result of the 
disturbances in the flow at that location reflected both in the 
streamlines, Fig. 4(d) ,  and isotherms, Fig. 5 (d). Similar distur- 
bances at the lower right cold wall, however, have no effect on 
the heat transfer from the hot wall. It is expected that the distur- 
bance will become stronger and destroy the secondary cells at 
the ends as the Grashof number is further increased. 

The average heat transfer rate for Pr = 50, 125, and 1000 is 
shown in Fig. 10. All the calculated results are located on the 
line 

Nu = 0.1631 Ra °'2537 (12) 

Our results show that the effect of the Prandtl number on the 
heat transfer rate can be neglected if the fluid has constant 
thermophysical properties. The results are slightly different 
from the experimental correlations obtained by Seki et al. 
(1978), which are also shown in Fig. 10 in chain-dot (Pr = 
50), solid (Pr = 125), and dotted (Pr = 1000) lines for compar- 
ison. As we can see, the experimental results for Pr = 50 and 
125 bracket the present numerical results. For Pr = 1000, the 
experimental results are quite a bit higher. This discrepancy can 
be attributed to the variable thermal physical properties of the 
fluids used in the experiments. Although the change in the flow 
pattern, from unicellular to multicellular flow, significantly in- 
fluences the local heat transfer rate along the hot wall, it does 
not show any noticeable effect on the average heat transfer 
results for the Rayleigh number range studied. Similar results 
were obtained experimentally by Seki et al. 

5 Conclusions 
Instability of convection and heat transfer of high Prandtl 

number fluids in a vertical slot with A = 15 has been studied. 
The range of Prandtl numbers studied varies from 50 to 2000. 
The critical Grashof number and wavelength, and the subse- 

quent development of the flow field at supercritical states, show 
good agreement with the available experimental results of Wa- 
kitani (1994). Along the vertical centerline the vorticity distri- 
bution is found to be a very sensitive indicator of onset of 
multicellular flow. At the onset of instability the nondimensional 
temperature gradient is approximately constant at 0.49 in all of 
the cases studied. The critical stratification parameter, for the 
cases considered, is found to be between 22 and 34 percent 
greater than that predicted by Daniels (1989). The critical Gras- 
hof number varies almost inversely with the Prandtl number. 
Consequently, the critical Rayleigh number decreases only 
slightly with the Prandtl number. Bergholz's ( 1978 ) predictions 
for the critical Grashof number, based on linear stability theory, 
are approximately 50 percent lower than the present results. 
The onset of the tertiary cellular flow is first observed in the 
center of the slot, and is well developed when the Rayleigh 
number reaches 3 × 106. Although the multicellular flow sig- 
nificantly affects the local heat transfer rate, it has little influence 
on the average value. Furthermore, the effect of the Prandtl 
number on the average heat transfer rate is negligible when the 
thermal physical properties are invariant. 
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Steady Rayleigh-B6nard 
Convection in a Two-Layer 
System of Immiscible Liquids 
Two-dimensional thermal convection in a system of two immiscible liquids heated 
from below is studied experimentally and numerically. Convection in the two-layer 
system is characterized by two distinct coupling modes between the layers. They are 
mechanical coupling and thermal coupling. These two coupling modes are visualized 
experimentally and found to be in reasonable agreement with numerical simulations. 
When buoyancy forces in both layers are of  similar strength, thermal coupling is 
preferred. The mechanical coupling mode dominates when the buoyancy .forces are 
very different in both layers. 

Introduction 
Thermal convection is studied in a system of two immiscible 

liquid layers heated from below. Layered liquid systems are 
relevant for technological applications such as liquid encapsu- 
lated crystal growth techniques (Barocela and Jalilevand, 
1987). They are also considered a model for convection in the 
Earth's mantle, where a seismic discontinuity resembles the 
interface of a fluid-fluid system (Richter and Johnson, 1974). 

Zeren and Reynolds (1972) considered the linear stability of 
a two-layer system in an infinite horizontal domain heated from 
below. They include the influence of thermocapillary stresses 
at the interface, and assume that onset of convection occurs 
through a monotonic instability. Some discrepancies between 
the theoretical prediction and the experimentally detected onset 
of convection are reported. The discrepancy was attributed to 
interracial contamination. 

A Hopf bifurcation, or an oscillatory instability at onset, in 
the limit of negligible distortion of the interface was identified 
by Gershuni and Zhukhovitskii (1982). Renardy and Joseph 
(1985) provide a theoretical proof demonstrating that onset 
of convection can occur through an oscillatory instability if 
deformation of the interface is considered. Renardy and Joseph 
also point out that traveling waves on the interface of immiscible 
liquids may be relevant. 

Honda (1982) performed marginal stability and finite ampli- 
tude analyses of layered convection. His analysis identifies three 
distinct modes of coupling between the liquid layers: thermal 
coupling, mechanical coupling, and a dragging mode of me- 
chanical coupling. Thermal coupling is identified by corotating 
rolls, or same-sign vorticity, on both sides of the interface, 
i.e., a shear flow develops in a thin region along the interface. 
Mechanical (also termed viscous) coupling is identified by 
counterrotating rolls, or opposite sign vorticity, on the two sides 
of the interface, i.e., the local velocity vectors on either side of 
the interface point in the same direction. In the dragging mode, 
the unstable convecting layer drags a small region of fluid in the 
adjacent subcritical passive layer, where the flow is considered 
essentially stagnant. Honda concludes that when the difference 
between the upper and lower fluid properties is very small, 
thermal coupling is the preferred state. If one of the fluid layers 
is more unstable than the other, mechanical coupling or the 
dragging mode is the preferred state. Only mechanical coupling 
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is observed in their finite amplitude calculations. They also 
conclude that heat transport is more efficient in thermal coupling 
mode than in mechanical coupling mode. 

Cserepes and Rabinowicz (1985/86) performed a nonlinear 
finite amplitude analysis of bilayer convection in a system with 
a free upper surface. They conclude that mechanical coupling 
prevails when the viscosity ratio is of order one, and thermal 
coupling becomes predominant when the viscosity ratio is larger 
than 100. Although this appears to contradict Honda's conclu- 
sions, their results confirm that when driving forces for convec- 
tion in the two layers are very different, the flow structure 
is dominated by mechanical coupling. This conclusion is in 
agreement with Honda (1982). 

In an experimental study, Nataf et al. (1988) addressed the 
question: What is responsible for thermal coupling in layered 
convection? They observe a thermally coupled state of super- 
posed cells. The observations contradict numerical simulations, 
which support a mechanically coupled state. The discrepancy 
is tentatively explained by "interfacial longitudinal viscosity" 
attributed to contamination of the interface. Although the in- 
terracial tension at a liquid/liquid interface depends on the con- 
centration of contaminants (Levich, 1962), there is no conclu- 
sive acceptance of how coupling between the layers is affected 
by such contaminants. 

Rasenat et al. (1989) performed a parametric investigation 
of two-layer systems. In addition to the oscillatory instability 
due to perturbations of the interface, an oscillatory instability 
mechanism with cyclic switching between thermal and mechan- 
ical coupling was identified. The onset of oscillations is de- 
scribed as an intermediate state between the states of mechanical 
and thermal coupling. These parametric studies lead to the con- 
clusion that thermally coupled or oscillatory motions can be 
expected only if the buoyancy forces, as measured by the Ray- 
leigh numbers, in the two layers are not very different. Other- 
wise, convective flow in the subcritical layer will be mechani- 
cally driven by convection in the other layer, at least close to 
the onset of convection. This is also in support of Honda's 
(1982) findings. Rasenat et al. (1989) also performed experi- 
ments in two-layer systems using a shadowgraph technique. 
They observe mechanical coupling at onset, which eventually 
transitions to thermal coupling. The experiments are reported 
to be in good agreement with linear theory. They were unable 
to observe oscillations at the onset of convection. 

The complete parameter space defining a two-layer system 
is very large. But, based on the above-cited investigations, it 
can be conjectured that the coupling mechanism depends on 
the viscosity ratio, and on the ratio of driving forces between 
the two liquids. In the following work the viscosity ratio is 
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Fig. 1 Schematic  of the test cell 

prescribed, and we focus on the driving buoyancy force ratio. 
We present detailed experimental observations of the tempera- 
ture field resulting from thermal convection in a two-layer sys- 
tem confined in a slender rectangular cavity heated from below. 
The observations are compared with two-dimensional numerical 
simulations. 

Experimental Setup 
The test cell configuration is shown in Fig. 1. The fluid test 

volume is a rectangular gap-type cavity with width (L) of 68 
mm, height (H) of 56 mm, and depth (D) of 8 mm. The hori- 
zontal (top/bottom) and vertical side walls of the test volume 
are copper. Copper, with a thermal conductivity three orders of 
magnitude higher than both fluids, provides isothermal condi- 
tions at the top arid bottom boundaries. It forces a linear temper- 
ature profile and imposes a perfectly conducting boundary con- 
dition along the vertical side walls. For flow visualization, the 
front and back walls are window glass. The thermal conductivity 
of "window" glass is 1.1 W/m/K,  i.e., an order of magnitude 
larger than both liquids. Brass water jackets soldered to the 
horizontal walls provide isothermal conditions at the top and 
bottom horizontal boundaries, and generate the vertical temper- 
ature gradient. The test cell is thermally insulated with a pvc 
frame. The glass windows are covered with foam insulation, 
which is removed for visualization only. 

An idealized two-dimensional flow in an area L × H (x -y  
coordinate) typically extends infinitely deep in the third direc- 
tion (z). Such an idealization cannot be achieved experimen- 
tally, particularly in Rayleigh-BSnard convection. In a rectan- 
gular cavity with a large extension in the z direction, Rayleigh- 
B6nard convection takes the form of rolls, whose axes are 
aligned parallel to the shorter side walls of the cavity (Davis, 
1967). A two-dimensional flow can be approximated experi- 
mentally by flow in a narrow gap between parallel plates (Kos- 
ter and Mtiller, 1982). The no-slip conditions at the front/back 
glass surfaces impose a variation in the velocity and temperature 

fields along the z direction. This leads to a velocity profile along 
the z direction that is similar to a Poiseuille flow profile. A 
narrow vertical slot flow is considered the closest, although 
imperfect, experimental approach to a two-dimensional flow. 

Temperature control in the test cell is achieved via constant 
temperature bath circulators. The circulators provide bath tem- 
perature control of _+0.05°C, and can be programmed to sustain 
temperature ramping at an electronic controller rate equivalent 
to 0.01°C/min. Temperature stability in the test cell is further 
improved by passing the coolant through insulated brass blocks 
("thermal buffers") before entering the test cell. Temperature 
in the top and bottom copper blocks, and in the fluid, is mea- 
sured with K-type thermocouples. Thermocouples in each of 
the copper blocks are placed within 2 mm of the copper-fluid 
interface. These thermocouples provide the measured AT across 
the test cell. An accuracy of +0.05°C in the temperature differ- 
ence measurement is achieved with good confidence. 

Real-time holographic interferometry is used to obtain the 
temperature field. Details of a typical real-time holographic in- 
terferometry setup may be found from Koster ( 1983 ). Interfero- 
grams visualize the integral temperature field of the light path, 
and lines of constant color represent isotherms. Rising hot fluid 
shifts the isotherms upward while descending cold fluid shifts 
the isotherms downward. Interpretation of interferograms is de- 
scribed in detail by Farhadieh and Tankin (1974). 

Experiments are performed in a two-layer system composed 
of 100 cSt silicone oil over ethylene glycol. Thermophysical 
properties for these liquids, and thermophysical property ratios 
for the combination are shown in Tables 1 and 2, respectively. 
This liquid combination is considered immiscible, as no diffu- 
sion in the form of Schlieren could be detected under monochro- 
matic laser light in preliminary experiments performed in a test 
cell with a light integration length of 2.5 cm. 

Temperature of the upper boundary is ramped electronically 
at a rate of -0.01°C/min while the bottom boundary is ramped 
at +0.01°C/min. The ramps are halted at specific temperature 
differences. At these AT plateaus, the liquid layers are allowed 
to reach thermal equilibrium over a time period that is larger 
than the thermal diffusion times for the two liquids. After stabi- 
lization, the isotherms are photographed and temperature data 
is acquired. The ramping process is then restarted to achieve a 
new AT plateau. 

Numerical Simulation 
Flow in the two-layer system is numerically simulated using 

the commercial finite-element computer code FIDAP. Simula- 
tion is restricted to a two-dimensional model. The governing 
Navier-Stokes equations and the energy equation are discre- 
tized using the finite element method. The pressure formulation 
is based on the penalty approach. The discretized system of 
nonlinear equations is integrated in time using a second-order 
implicit scheme, with a predictor step using the Adams-Bash- 

N o m e n c l a t u r e  

Bdj = dynamic Bond number = 
p/~ghZ/y 

Cp = specific heat 
D = cavity horizontal depth 
g = gravitational acceleration 
h = individual layer height 
H = cavity height 

H1 = layer aspect ratio = L/h 
//2 = layer aspect ratio = D/h 

k = unit vector = k 
L = cavity width 
p = pressure 

P = ratio of buoyancy driving forces 
Pr = Prandtl number 
Ra = Rayleigh number 

t = time 
T = temperature 
u = velocity vector 
fl = thermal expansion 
y = interface tension gradient (with re- 

spect to temperature) 
0 = nondimensional temperature 

= thermal diffusivity 
k = thermal conductivity 

/z = dynamic viscosity 
u = kinematic viscosity 
p = density 
~- = diffusion time = H2/K 

Superscripts and Subscripts 
b = bottom 
B = ratio of properties = b/b (equals 

unity) 
c = critical value 
i = layer numbering (t/b or T/B) 
t = top 

T = ratio of properties = t/b 
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Fluids Dcnsily 3 Killenlalic 
p (g/cm) viscosity 

v (cm2/s) 

Ethylene Glycol I . l l  0.154 
Silic01~e oil 
SIO 100 cS[ 0.964 1.00 

Table 1 Fluid properties 

Thcnnal Specific heat Thermal Cocff. of Surface Surface tension i Plandtl 
conductivity Cp (J/g-K) diffusivfiy Expansion tension gradient number 

(W/cm K) K (cm2/s) [~ (t/K) c~ (dy/cm) y (dy/cnffK) Pr 
2.58 10 .3 2.39 9.67 10 .4 6.2 10 .4 50.2 -0.089 159 

1.55 10 "3 1.47 1.09 It) "3 9,3 IO "4 20.9 -(I.068 917 

forth formula, followed by a corrector step utilizing the trape- 
zoid rule. The time increment between integration steps is vari- 
able. The variation is determined by controlling the local time 
truncation error. At each time step, the nonlinear system of 
equations is solved using a quasi-Newton scheme. For a com- 
plete description of the discretization procedure and the solution 
methods available with FIDAP, we refer to the FIDAP users' 
manual (1993). 

The test cavity is discretized with a graded mesh of 51 × 71. 
This mesh was found to be optimal for convergence, constancy 
of maximum streamfunctions, and the limited computer re- 
sources. The pressure penalty parameter is set to 1.0 × 10 -9. 
At each time step, the nonlinear system is iteratively solved 
until the two convergence criteria for velocity norm and residue 
norm are satisfied. For details on these convergence criteria, we 
refer again to the FIDAP users' manual (1993). The conver- 
gence criteria for the residue and velocity norm are set to 1.0 
x 10 -5 and 1.0 × 10 -5, respectively. The solution procedure 
is initiated by first solving the system with a steady solution 
scheme, where the time variation term is neglected. This ele- 
mentary solution is performed to obtain the conductive tempera- 
ture profile in the fluids at a low driving temperature difference. 
The time integration is started with the steady solution as the 
initial condition. The initial time step is selected to be 2.0 x 
10-5. The time step is increased or decreased by the truncation 
error control as the solution progresses. The integration is per- 
formed for a minimum of 200 steps, or until a steady state is 
achieved. A steady state is identified when the variation of all 
norms between successive time steps is less than 1.0 × 10 -3. 

The governing equations are solved in nondimensional form. 
The lower layer thermophysical properties are used to nondi- 
mensionalize the system. The height H of the cavity is used as 
the length scale, and the thermal diffusion time, T, for the lower 
layer fluid is used as the time scale. Combining these two scales 
provides the velocity scale. The total temperature drop AT be- 
tween the top and bottom boundaries is used as the temperature 
scale. Using these scales, the governing equations in each layer 
become: 

V . U = 0  

i i O 0  -~ U ° V O] • • iV20  
p Cp [ Ot 

,r ou 1 P[ -0 t -  + u ' v u  = - V p  + #iprV2u 

(1) 

(2) 

+ p,fli Ra PrO/~ (3) 

The two nondimensional numbers Ra and Pr refer to the 
Rayleigh number and the Prandtl number, respectively. These 
are defined in terms of the bottom layer thermophysical proper- 
ties as follows: 

R a -  gflbH3AT, Pr = ub (4) 
~bKb Kb 

Flow boundary conditions along the rigid wall are the no- 
slip conditions. The temperatures along the isothermal top and 
bottom walls are prescribed as T, op = -0 .5  and Tbo, = 0.5. The 
vertical side walls connecting the top and bottom boundaries 
are subjected to a linear temperature profile. At the interface, 
normal and shear stress balance conditions, along with the kine- 

matic condition are prescribed (Prakash and Koster, 1994). 
Under the assumption of a nondeformable interface, these con- 
ditions reduce to a balance of shear stress. Continuity of velocity 
and temperature, and heat flux balance are also imposed. 

To improve the convergence rate of the calculations, the 
Prandtl number for the lower layer is set to 50. The ratio of 
Prandtl numbers for the liquid combination is maintained. Al- 
though the lower Prandtl number may influence the critical 
Rayleigh number at onset of convection, the flow pattern and the 
temperature field are not expected to be significantly affected. 

Because of the low interracial tension gradient (with respect 
to temperature) between the selected liquids, and the relatively 
large layer heights used in the experiments, buoyancy-driven 
convection dominates over thermocapillary convection. The ex- 
act variation of the interfacial tension with temperature for this 
liquid combination is unknown. Based on the surface tension 
gradients for the two liquids, the order of magnitude of the 
interface tension gradient can be estimated by Antonow's rule 
to be of order 10 -~ dynes/cm/K. This translates into a dynamic 
Bond number Bda ~ O(100) for each layer. Therefore, thermo- 
capillary effects are considered to be negligible. 

Linear Stability Theory 
Before proceeding to th e results, we review some pertinent 

results from linear stability theory. Our objective is to ascertain 
the influence of cavity geometry on the thermal stability of 
individual layers, particularly the influence of the narrow gap 
on onset of convection. For our investigation, the side walls 
can be considered to be perfectly conductive. This is justified 
by the high thermal conductivity of copper and glass side walls 
as compared to the thermal conductivities of the two fluids. We 
disregard the interface boundary in the two-layer system, and 
proceed instead with a rigid cavity model. This approximation 
will not alter conclusions regarding the influence of cavity ge- 
ometry on the stability limit. 

Convection in three-dimensional boxes with perfectly con- 
ductive side walls has been analyzed by Davis (1967), Catton 
(1970, 1972), and Kirchartz and Oertel (1988). They utilize 
the Galerkin method to determine the critical Rayleigh numbers 
for onset of convection. In selecting the trial functions for the 
Galerkin method, Davis and Catton have noted that any three- 
dimensional motion can be generated by superposing two-di- 
mensional motions that individually satisfy continuity, if suffi- 
cient terms are included in the expansion. We utilize Catton's 
(1970) method to determine critical Rayleigh numbers for the 
geometries relevant to our experiments. To characterize the cav- 
ity, two aspect ratios are defined: (H~ = L/h and/-/2 = D/h), 
where h is the layer height. To confirm our implementation 
of Catton's method, we have compared our results with those 
reported by Kirchartz and Oertel (1988), and found them to be 
in agreement. As noted by Kirchartz and Oertel, the critical 
values are somewhat smaller than the reported values of Catton 
or Davis. This is attributed to the higher number of trial func- 
tions used in the analysis. To interpret the numerical simulations 

Table 2 Ratio of properties 

Ratios Density Kinematic Thermal Specific heat Thermal Co¢ff, of I 
viscosity . . . .  ductivity diffi,sivity 15OO E. ×pan si°n 

EtSIOI. G100ycoCSt / 0.865 6493 0.601 ).6 6 1,127 I 
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F i g .  2 C r i t i c a l  R a y l e i g h  number versus cavity aspect ratio 

we also considered the case of a two-dimensional cavity in the 
x - y  plane by only including trial functions corresponding to 
rolls with their axes aligned to the z direction, and by disre- 
garding the z variation in the trial functions for velocity and 
temperature. 

In Fig. 2, the calculated critical Rayleigh numbers for both 
the three-dimensional and the two-dimensional cases are plotted 
as a function of the aspect ratio H~. The three-dimensional 
"single-layer cavity" cases of interest are represented by H2/ 
H, = D / L ,  a constant for the cavity. 

R e s u l t s  

Three configurations of the silicone oil 100 cSt/ethylene gly- 
col system are considered. These are: (i) the case where the 
lower layer is twice the height of the upper layer, ( i i )  the case 
with equal layer heights, and ( i i i )  the case where the upper 
layer is twice the height of the lower layer. The dynamic viscos- 
ity ratio for the liquid system is #~' = 5.6. 

To interpret experimental results, we introduce the parameter 
P, the ratio of individual layer Rayleigh numbers, as a measure 
of the relative strength of the buoyancy force in each layer: 

Rai = gfl~h~ATi. ,  i = b or t (5) 
/JiKi 

p Rat flT(hT)4 
- - ( 6 )  

Rab u T"K Tk r 

The capitalized superscripts refer to the ratio of a thermophysi- 
cal property with respect to the bottom layer property, i.e.,/3 T 
= / 3 t / ~ .  The ratio of individual layer temperature differences 
is calculated from the conductive temperature profile: 

A T , _  h, kb _ h 7" 
(7) 

ATb ht hb k T 

These individual layer temperature differences are valid until 
onset of convection in any one of the layers. Beyond the onset of 
convection, the exact temperature difference across each layer is 
difficult to assess, and the interface temperature is no longer 
uniform. The ratio P is therefore independent of the overall 
vertical temperature difference. 

The parameter P provides a measure of the relative strength 
of buoyancy forces in the two layers, as long as the critical 
Rayleigh numbers for the two layers are the same. This is the 
case for infinite layers with rigid top and bottom boundaries. 
However, for confined layers the critical Rayleigh numbers for 
the two layers are not the same. Therefore, to include the influ- 
ence of the cavity geometry, a modified parameter P is intro- 
duced as follows: 

P 
P - (8) 

(Rat/Rab)c 

where P has been normalized by the ratio of individual layer 
critical Rayleigh numbers. In the case of equal layer heights, 
both parameters P and P are the same. The modified parameter 
P is also independent of the applied temperature difference. It 
is a function of the ratio of the layer heights, the ratios of 
thermophysical properties, and the cavity geometry. It should 
be noted that the ratio top/bottom in these definitions is quite 
arbitrary; the inverse ratio would be equally valid. 

From the three configurations considered in the experiments, 
we obtain three single-layer cavity geometries. Parameters P 
and P for these geometries are tabulated in Table 3. The parame- 
ter P for the two-dimensional case, labeled P2-D, is also tabulated 
in Table 3. The two parameters P and P2-D do not have the 
same value, except in the special case of equal layer heights. 
This is due tO the fact that the ratio of individual layer critical 
Rayleigh numbers for the two-dimensional case is very different 
from that for the three-dimensional cavity case. As seen from 
Fig. 2, for the cavity case, the critical Rayleigh number for the 
"thinner layer" (H1 = 3.6) is Rac = 1.4 × 10 4, and for the 
"thicker layer" (Hi = 1.8) is Rac = 9.9 x 10 4, which is 
about seven times larger. For the two-dimensional case, the 
corresponding critical Rayleigh number values are Rao = 1.9 
x 10 3 and Ra~ = 2.8 × 10 3, respectively; in other words the 
thicker layer Rac is about 1.5 times larger. In the case of equal 
layer heights (H1 = 2.4), critical Rayleigh numbers for both 
layers are the same: for the cavity case, Rac = 4.1 × 10 4, and 
for the two-dimensional case, Rac = 2:2 X 10 3. 

Defining an overall Rayleigh number for the entire two-layer 
system always leads to some ambiguity. The definition must be 
based on one or the other layer's thermophysical properties. 
Also, such a definition does not clearly show which of the 
layers will be more unstable. Therefore, the following results 
are presented in terms of the individual layer Rayleigh numbers 
normalized by their respective critical values, i.e., (Ra/Ra~)b 
and (Ra/Rao),. As pointed out by Cserepes et al., these values 
provide "a rough measure of the instability of the two layers 
as if there were no coupling between them." It is again empha- 
sized that these ratios are not independent. They are related 
through the parameter P. 

( i )  Un-equa l  L a y e r  H e i g h t s u T h i c k e r  L o w e r  Layer .  
In this case, the lower layer height is twice that of the upper 
layer. The driving buoyancy force is much larger in the lower 
layer than in the upper layer, as indicated by the parameters P 
= 0.02 and P = 0.16. Accordingly, convection develops first 
in the lower layer. This state is illustrated in the interferogram 
at (Ra/Rao)b = 2.0, shown in Fig. 3(a).  The flow develops in 
the form of two counterrotating cells with upflow along the 
center. The upper layer remains in a passive conductive state 
as inferred from the nearly horizontal isotherms. Near the side 
walls, the equal spacing between isotherms indicates a linear 
temperature profile in the vertical side walls. Numerically calcu- 
lated streamline and temperature contour plots at (Ra/Rac)b = 
2.0 are also shown in Fig. 3(a).  Qualitatively the simulation 
reproduces a flow pattern that is very similar to the experimental 

Table 3 Ratio of individual layer buoyancy forces as a function of layer 
h e i g h t  ratio 

ht / hb P P P2-o Coupling mode 

0.5 0,02 0,16 0.03 mechanical 

1.0 0.34 0.34 0.34 thermal ~ mechanical 

2.0 5.5 0.75 3.77 thermal 
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Fig, 3 Silicone oil 100 cSt over ethylene glycoh unequal layer heights--thicker lower layer: interfarograms and numerical simulations (isotherms 
and streamfunction) 

interferogram. The streamline plot shows the pertinent flow 
pattern: a double roll in the lower layer, and no flow in the 
upper layer. 

An interferogram at a larger (Ra/Ra~)b = 5.9 is shown in 
Fig. 3 (b). Convection in the lower layer has become stronger, 
though the flow retains its two-roll structure with upflow along 
the center. In the upper layer, weak convection has been initi- 
ated. In the numerical simulation, an increase in the Rayleigh 
number also leads to intensification of lower layer convection, 
and a destabilization of the upper layer. Although deformation 
of the isotherms is observed in the simulations at a Rayleigh 
number close to the experimental value given above, flow in 
the upper layer is very weak. At (Ra/Ra~)b = 9.9, recirculations 
in the upper layer are resolved, as can be seen in Fig. 3(b).  
The downflow along the center in the upper layer is aligned 
with the upflow in the lower layer, indicating mechanical cou- 
pling across the interface. This coupling mode suggests that 
flow in the upper layer is entrained by the lower layer flow, 
and that the stability limit of the upper layer has been exceeded. 

A further increase in the Rayleigh number leads to a signifi- 
cantly stronger flow structure (Fig. 3(c)) ,  both in the experi- 
ments at (Ra/Rac)b = 14.9, and in the simulations at (Ra/Rac)b 
= 15.8. The upper layer develops a four-roll flow pattern, with 
stronger center rolls and weaker corner rolls. Thin interfacial 
shear rolls develop near the side walls in the upper layer. But 
these rolls can be visualized in the simulations only when the 
number of contour lines is increased substantially. 

(ii) Equal l a y e r  h e i g h t s .  In this case, buoyancy driving 
forces in the two layers are comparable: P = P = 0.34. Convec- 
tion is initiated almost simultaneously in both layers. As seen 
in Fig. 4(a) ,  convection in the bottom glycol layer is well 
established in the form of two counterrotating cells with upflow 
along the center (Ra/Rac)b = 2.9. The upper oil layer exhibits 
weak convection, also in the form of two counterrotating cells 
with upflow along the center. This flow pattern, with aligned 
upflows in the two layers, is regarded a "thermally coupled" 
state. Streamline and isotherm contours from the numerical sim- 
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Fig. 4 Silicone oil 100 cSt over ethylene glycol: equal layer heights: interferograms and numerical simulations (isotherms and streamfunction) 

ulation at (Ra/Rac)b = 3.3 confirm the thermal coupling. To 
satisfy velocity continuity along the interface, very thin coun- 
terrotating rolls may have developed adjacent to the interface, 
or the interface may be immobile. These interracial rolls will 
be too small to be detected experimentally. The thermal cou- 
pling mode will act across these interracial cells, which serve 
to satisfy the continuity of velocity across the interface. 

The interferogram in Fig. 4(b)  (Ra/Ra~)b = 4.3, shows that 
convection in the lower layer has become much more vigorous 
as indicated by the higher number of fringes, and their changed 
deformation. Flow in the lower layer retains its pattern of two 
rolls with upflow along the center. Flow in the upper layer has 
changed to a four-roll pattern. The central downflow is now 
mechanically coupled to the lower layer. A numerical calcula- 
tion at (Ra/Rao)b = 8.4 shows that convection in the upper 
layer remains thermally coupled to the lower layer, with thin 
rolls developing along the interface. No transition to mechanical 
coupling is found. Why the transition to a four-roll pattern is 
not captured by the numerical simulation in the equal layer 
height case is elaborated in the discussion section. 

(iii) Unequal Layer Heights--Thicker Upper Layer. 
Despite the large height of the oil layer, buoyancy forces in the 
two layers in this case are only nominally different, as indicated 
by the parameter P -- 0.75. In this case, the influence of the 
cavity, or the "gap"  effect, is quite pronounced. While both 
parameters P = 5.5 and P2-D = 3.8 indicate that convection 
should be initiated in the upper layer, the modified parameter 
P indicates that the lower layer should be more unstable. Indeed, 
convection in the experiments starts in the lower layer, and not 
in the upper layer as shown in Fig. 5 (a )  at (Ra/Rac)b = 0.9. 
Flow in the lower layer is comprised of four rolls, with a down- 
flow at the center of the cavity. The upper layer is in a conduc- 
tive state as inferred from the nearly horizontal isotherms. With 
a higher driving force, (Ra/Ra~)b = 1.2 (Fig. 5 (b) ) ,  flow in 

the upper layer first assumes a two-roll pattern, and then transi- 
tions to a four-roll pattern (Fig. 5(c) )  with downflow always 
in the center. This flow pattern reflects thermal coupling be- 
tween the layers. Thermal coupling appears to destabilize the 
upper two-roll pattern. 

While the experiments always produced thermally coupled 
flow, the numerical simulations always led to a mechanically 
coupled flow, as shown in Fig. 5(d) .  Application of strong 
local velocity perturbations in the simulations to force the flow 
to a stable thermally coupled flow were ineffectual. Unlike the 
experiments, and as predicted by the parameters P and P2-o, 
convection is initiated first in the upper oil layer. This flow 
entrains the thinner lower glycol layer, creating a mechanically 
coupled flow, which persists to high Rayleigh numbers. 

Discussion of Results 
The objective of this study is to understand the coupling 

physics at a l iquid-liquid interface. As has been noted, the 
numerical solution and the experiments are not quantitatively 
comparable. The narrow-gap constraint of the experiment leads 
to a more restricted Poiseuille flow in the experimental cavity 
as compared with the two-dimensional solution. Therefore, the 
onset of convection and further points of bifurcation in the 
flow cannot be quantitatively compared with the calculations. 
Nevertheless, the two-dimensional character of the flow in the 
gap is clearly apparent in the experiments. 

A mechanical coupling mode is observed experimentally and 
numerically in the case of a thicker lower layer, where driving 
forces for convection in the two layers are very different (P  = 
0.16). Here, convection is initiated in the lower layer, while 
the upper layer remains in a passive conductive state. Flow in 
the convecting layer entrains the subcritical upper layer, thereby 
creating a weak flow in the layer [Honda's (1982) "dragging" 
mode]. With higher driving, the flow pattern in the passive 
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Fig. 5 Silicone oil 100 cSt over ethylene glycol: unequal layer heights--  
thicker upper layer; interferograms (a, b, c) and numerical simulation 
(d) 

entrained layer remains unchanged until the layer becomes un- 
stable. At this point, flow in the bulk of the upper layer is no 
longer entrained by the lower layer, and an independent, but 
coupled, flow pattern develops. Where necessary, interfacial 
rolls develop to satisfy continuity of velocity across the inter- 
face. This indicates that beyond the onset of convection the 
shear stresses imposed by the lower layer are not sufficient to 
impose a flow pattern in the entrained layer, as manifested by 
the appearance of a larger number of rolls in the thinner layer. 
In this case, where the driving force is much higher in one layer, 
agreement between experiments and numerical simulations is 
quite remarkable. The mechanically coupled flow did not transi- 
tion to a thermally coupled state with increased driving. 

A thermal coupling mode was observed in the case with equal 
layer heights (P  = 0.34), and in the case of a thinner lower 

layer ( P  = 0.75 ). In both cases the driving forces for convection 
in the two layers are of comparable magnitude. This is consis- 
tent with Honda's (1982) marginal stability analysis. It is also 
consistent with the conclusion of Rasenat et al. (1989) that 
thermal coupling is the preferred mode when Rayleigh numbers 
in the two layers are nearly the same. The observed thermally 
coupled state at small Ra, and equal layer heights, is found to 
be in reasonable agreement with numerical simulations. 

The transition from thermal to local mechanical coupling, 
observed in the equal layer height case, could not be reproduced 
in the numerical simulations. The restraining effect of the gap 
geometry is one plausible explanation for the transition from a 
thermal to a mechanically coupled state in the experiments. 
Comparatively, the glass walls restrain the Poiseuille flow in 
the higher viscosity oil layer more than in the thinner glycol 
layer. This is due to the larger contact surface between the 
thicker layer and the glass. Flow in the less viscous glycol 
layer, particularly the upflow along the center, creates high shear 
stresses along the interface. These shear stresses provide the 
necessary perturbation for the flow in the more viscous oil layer 
to transition to a four-roll structure. This establishes a pattern 
with local mechanical coupling. In the two-dimensional simula- 
tions, where flow in the layers is not restrained by glass walls, 
the thermally coupled flow structure established at the onset of 
convection remains locked in. 

When driving forces in both layers are of comparable magni- 
tude, i.e., P ~ 1, the more "unstable" layer imposes a nonlinear 
temperature profile along the interface. This profile provides 
the perturbations for the onset of convection in the "stable" 
layer, which leads to thermally coupled flow. 

In the case with a thicker upper layer, the effect of the cavity 
geometry on individual layer driving forces is very pronounced. 
In the experiments, where the driving forces are of comparable 
magnitude, P = 0.75, coupling is predominantly thermal, and 
as expected, convection is initiated in the lower glycol layer. 
The layers are mechanically coupled in the two-dimensional 
simulations, where due to the absence of restraint provided by 
the glass walls, the corresponding ratio of the driving forces is 
higher: PZ-D = 3.8. AS has been noted, the inverse ratio of 
driving forces in the two-layer system is equally valid for the 
discussion of the coupling mechanism. The inverse ratio in this 
case is (P2_D) -j = 0.26. The contrast in driving forces in this 
case is not nmch different from the equal layer case where P 
= 0.34, and the coupling at onset of convection is thermal. 
These results suggests a transition from thermal to mechanical 
coupling at P ~- 3, or P ~ l = 7, with thermal coupling in the range 
1 -< P -< 3 and mechanical coupling outside. 

The thermal coupling mode must either generate interfacial 
rolls to satisfy velocity continuity, or the interface must become 
immobile. This leads us to conclude that interface contamination 
is not the sole cause for thermally coupled flow. We observed 
local mechanical coupling with appearance of thin interfacial 
rolls (Fig. 3). Therefore, we are inclined to exclude the contam- 
ination option from our experiments. 

Oscillatory convection at onset, as predicted by Rasenat et 
al. (1989), was not detected from the thermocouple signals, 
nor from visualizations. This may be due to pinning of the 
interface between the glass walls, which stabilizes the interface. 

Conclusions 

In contrast to single-layer Rayleigh-Brnard convection, a 
distinguishing feature of double-layer convection is the inter- 
face, across which fluid flow is coupled. Two different coupling 
mechanisms between the layers are possible: thermal coupling 
and mechanical coupling. Both states were observed. Another 
distinguishing feature of double-layer convection is the possibil- 
ity of oscillatory motion at the onset of convection. This has 
been attributed to interracial deformation and/or to an interme- 
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diate state between mechanical and thermal coupling at the 
onset of convection. Such oscillations were not observed. 

When driving forces in both layers are similar (P  ~ 1), 
thermally coupled flow is observed. As the difference in buoy- 
ancy forces between the layers increases, the thermal coupling 
mode, which develops at the onset of convection, transitions to 
a mechanical coupling mode at higher Rayleigh numbers. When 
driving forces in the two layers are very different (P  > 3 or P 

1 < 7), mechanically coupled flow is observed. These results are 
applicable to a system with a dynamic viscosity ratio of 5.6. 
The findings are in general agreement with the theoretical results 
of Honda (1982) and Rasenat et al. (1989).  

Onset of convection in one layer generates a temperature 
profile along the interface that provides the necessary perturba- 
tion for onset of convection in the adjacent layer, and the ensu- 
ing flow in the two layers to be thermally coupled. A thermally 
coupled flow either requires a small interfacial roll to satisfy 
continuity, or the interface to be immobile. In this sense, transfer 
of heat from one layer into the other generates thermal coupling, 
but the flow is still mechanically coupled along the interface. 

Some disparities between experiments and two-dimensional 
simulations were observed. They are attributed, not to interfacial 
contamination, but to constraining effects of the gap geometry. 
The gap geometry modifies the critical driving force and the 
thermal boundary conditions for each layer. This modified criti- 
cal driving force must be accounted for when comparing driving 
forces for convection in the different layers. 
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The Temperature Rise at the 
Surface of a Liquid Layer 
Subject to a Concentrated Heat 
Source Placed Above the Layer 
A focused heat flux on the free surface of a liquid layer gives rise to combined 
thermocapillary and thermogravitational flow within the layer that dictates the magni- 
tude of the temperature rise achieved at the surface. In the case of a high-boiling- 
point fammable liquid layer, this temperature rise determines the ignitability of the 
layer. An unconventional solution technique, which transforms the combined natural 
convection problem into a nonlinear conductionlike problem, is introduced to derive 
a convenient relationship between the heater power and size and the maximum 
liquid surface temperature. This expression depends on the layer thickness and fu id  
properties, but does not contain any adjustable (empirical) parameters. Experimental 
data are reported for dodecane layers between 2 and 7 mm thick for heat fluxes up 
to 63 kW m -2. The data are well correlated by our analytical result. 

Introduction 
Consider a flammable liquid layer below its flash point tem- 

perature and subject to a focused heat source above the layer. 
Layer ignition becomes possible if the irradiation overwhelms 
the horizontally directed, thermogravitational and thermocapil- 
lary liquid convection and raises the liquid temperature above 
the flash point temperature. The motion induced in a liquid pool 
by concentrated heating from above has been the subject of 
several experimental studies (Murad et al., 1970; Ross et al., 
1989; Ross, 1994). The observed flow field beneath a heated 
wire consists mainly of two counterrotating vortices, one on 
each side of the heat source. Detailed numerical analyses of 
transient heat transfer and hydrodynamics in a cylindrical enclo- 
sure filled with liquid and gas were conducted by Abramzon et 
al. (1987) and Schiller and Sirignano ( 1992a, b). In these stud- 
ies the stratified gas and liquid system is heated by a fixed 
temperature hot-spot source. When thermogravitational effects 
are important, multiple vortices are predicted in the gas and 
liquid spaces. Other studies have attempted to correlate the 
maximum liquid temperature beneath a hot spot source to domi- 
nant physical parameters. In particular, Lai and Chai (1986) 
and Chan et al. (1988) have presented theoretical assessments 
of the induced surface temperature distributions in a layer or 
pool, while Kurosaki et al. (1989) reported experimental results 
fog nonuniform radiative heating of silicone oil in a channel. 
Each of these studies considered downward heat losses but 
did not account for upward (convective) heat transfer off the 
unheated portions of the layer surface. 

In the present study we are interested in determining the 
heat source power emission and size required to ignite residual 
organic solvent layers that may exist in storage tanks. In this 
application the substrate is treated as adiabatic and upward heat 
losses become important. As mentioned previously, ignition 
cannot occur if liquid-phase convection prevents the organic 
layer from exceeding the flash point temperature. Accordingly, 
we seek a heat transfer correlation that relates the maximum 
liquid surface temperature to the source power transmitted to 
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HEAT TRANSFER. Manuscript received by the Heat Transfer Division August 1995; 
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the surface. The analytical method is verified experimentally 
using dodecane as a conservative (i.e., relatively volatile) repre- 
sentation of the aged solvent waste of interest in ongoing weap- 
ons site cleanup. 

Theory 
Figure 1 shows a sketch of a horizontal liquid layer and the 

liquid's flow due to the overhead heat source. The horizontal 
radial dimension of the layer is much larger than both its depth 
and the dimensions of the heat source. The heat source induces 
a negative horizontal temperature gradient within the liquid 
layer; that is, the temperature of the liquid decreases with dis- 
tance from the source. Both thermogravitational and thermocap- 
illary convection will occur under the action of the horizontal 
temperature gradient. Our goal is to correlate the maximum 
liquid temperature to the properties of the fluid layer and the 
size and strength of the heat source. An approximate theory of 
the combined thermogravitational and thermocapillary convec- 
tion is introduced, which reduces the problem to the numerical 
solution of a single ordinary differential equation. 

Physical Model, Governing Equations, and Approximate 
Technique. The discussion that follows is based on the mo- 
mentum and energy conservation equations for laminar, axisym- 
metric, combined thermogravitational and thermocapillary con- 
vection in the liquid layer. The origin of the coordinate system 
(r ,  z) is placed at the surface of the organic layer just beneath 
the center of the heat source that transmits a heat flux q0 to a 
circular region of the surface of radius ro (see Fig. 1). The 
horizontal liquid layer extends to infinity in the radial direction. 
The buoyancy-driven flow and thermal fields within the gas 
phase above the liquid layer are not modeled. Instead the liquid 
in the region r0 < r < r~ is assumed to lose heat to the gas at 
a rate given by Newton's law of cooling. The substrate that 
supports the liquid layer is assumed to be rigid and adiabatic. 
At steady state the source emission must equal the energy loss 
to the overlying gas. 

The conservation equations for axisymmetric, laminar con- 
vection in the Boussinesq liquid are simplified based on the 
following assumptions: 

1 The flow field consists of a single axisymmetric vortex. 
The layer is thin enough so that, instead of a boundary 
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Fig. 1 Schematic diagram of physical model, indicating velocity profile 
in liquid layer and nomenclature 

layer pattern, a nearly radial-parallel flow occurs within 
most of  the flow field (vortex).  The regions of flow rever- 
sal near r = 0 and r~ are ignored. 

2 The layer depth is uniform and the liquid surface is flat. 
3 Liquid-layer inertia is negligible relative to viscous ef- 

fects. 
4 Heat conduction in the radial direction is small compared 

to the vertical direction. 
5 There are no surfactants present that can alter the surface 

tension or lead to the resistance of the free surface to 
thermocapillary motion (Keller and Bergman, 1990). 

The momentum equations for liquid flow in the radial and 
downward directions become, respectively, 

O P  02~I 
- #  (1) 

Or Oz 2 

and 

OP 
- -  = gp - g p ~ ( T  - Tref) (2) 
OZ 

and the energy equation is 

OT e92T 
u -  = a -  (3) 

Or OZ 2 

while the condition for continuity is 

f o u ( z ) d z  = (4) 0 

Since the surface tension of the l iquid-gas  interface de- 
creases with increasing temperature, it produces a tangential 
surface stress, which is directed away from the heat source. 
Thus, 

Ou OT 
# - - = a ' - - O z  Or at z = 0  (5) 

where or' is assumed to be constant. The thermal boundary 
condition at z = 0 is 

- k  O T =  ~ qo 0 < r < re (6) 
0--~ L h ( T -  r~) r e <  r <  r~ 

and the remaining boundary conditions are 

u = 0 ,  --0T= 0 at z = ~ (7) 
Oz 

u ~ O ,  T ~ T ~  as r ~ r ~  (8) 

u = 0  at r = 0  (9) 

The distance r~ is unknown and must be determined as part of  
the solution. 

The model described above could, perhaps, be improved by 
introducing, say, a Gaussian distributed heat source rather than 
assuming that the heat source is uniform in the space 0 -< r -< 
r0 occupied by the heater. Moreover it could be argued that our 
choices of a constant heat transfer coefficient over the free 
surface outside the heated zone and a single, axisymmetric vor- 
tex are oversimplifications, considering the complex flow pat- 
tern created in the gas space by the outward thermocapillary 
flow at the liquid surface and the inward buoyancy-induced 
flow established by the heat source. However,  as will be demon- 
strated later, the present model together with the assumptions 
of a local uniform heat source and constant h can adequately 
describe (or correlate) the temperature rise measurements at 
the liquid surface beneath the heat source. This tempers our 
concern about the validity of these assumptions. 

Instead of attempting to solve the general problem as ex- 
pressed by Eqs. ( 1 ) -  (9) ,  we first consider the following sim- 
pler combined thermocapillary/thermogravitational flow prob- 
lem. The liquid velocity field obeys all the equations presented 
in the foregoing except for the boundary condition given by 
Eq. (6) .  In place of  Eq. (6) we temporarily assume that z = 0 

N o m e n c l a t u r e  

A = integration constant in Eq. (10) 
B = integration constant in Eq. ( 11 ) 

Bi = Blot number = h6/k  
Be = Bond number = gf162p/~r ' 

C = integration constant in Eq. (15) 
c,, = specific heat of the liquid 
D = integration constant in Eq. (12) 
g = gravitational acceleration 
h = natural convection heat transfer co- 

efficient 
k = thermal conductivity of  the liquid 

ke = effective conductivity transport co- 
efficient 

Ma = Marangoni number = ~ '  6qo/#ah 
P = local pressure 
q = heat flux transmitted radially 

through the liquid layer 
qo - heat flux transmitted from the 

heater to the liquid layer 
r = radial coordinate 
r0 = radius of heated zone 

T =  

T(r ,  O) = 

Tmax -~ 

T,.~f = 

T~= 
U = 

r~ = location far from heated zone 
at which T = T= 
temperature 
local temperature of the free 
surface (at z = 0) 
maximum liquid temperature 
reference temperature in 
Boussinesq approximation 
ambient temperature 
velocity component in r direc- 
tion 

x = dimensionless radial coordi- 
nate = r/ro 

z = coordinate perpendicular to 
liquid surface 

c~ = thermal diffusivity of liquid 
fl = expansion coefficient in Bous- 

sinesq approximation 
6 = layer thickness (depth) 

A = dimensionless layer thickness 
= 6~re 

A T ,  = maximum surface temperature 
difference = Tmox - T~ 

0 = dimensionless temperature = h (T 
- T ® ) / q o  

A = dimensionless parameter defined 
in Eq. (25) 

# = absolute viscosity of  liquid 
u = kinematic viscosity of liquid = 

dp 
p = density of liquid 
a = surface tension 

or' = absolute variation of ~r with tem- 
perature = dcr/dT 

~2 = dimensionless parameter defined 
in Eq. (25) 

Subscripts 
1 = under the heater (in the heated 

zone) 
2 = outside the heated zone 
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is an adiabatic surface. Furthermore we assume that the temper- 
ature gradient 0 T/Or is known and constant throughout the flow 
field. Once we make these assumptions, the radial extent of the 
flow field does not enter into the analysis and, as we shall see 
below, the solution of this problem with adiabatic horizontal 
surfaces yields a relationship between the radial heat flux trans- 
ported through the convecting liquid and OT/Or. This relation- 
ship is then inserted into two local, liquid energy balance equa- 
tions: one for the region beneath the heat source and one for 
the region outside the heat source. The solution of these equa- 
tions yields the radial temperature profile over the entire flow 
field 0 < r < r~. In a sense our solution technique is an iterative 
one. A first approximation to the solution of the governing 
equations is obtained by suppressing heat exchange at the sur- 
face of the liquid layer. A second approximation is then obtained 
by allowing for surface heat transport. Obviously this iteration 
technique is not rigorous, and the fidelity of the method must 
be judged by comparison of the resulting heat transfer expres- 
sion with experiment. 

Flow and  E n e r g y  Transpor t  in a Hor izonta l  L iquid  L a y e r  
Wi th  A d i a b a t i c  Hor izonta l  Surfaces  and  a Cons tant  Radia l  
T e m p e r a t u r e  Gradient .  We begin by differentiating Eq. ( 1 ) 
with respect to z and Eq. (2) with respect to r and then eliminat- 
ing P between these equations to obtain 

d3u gpl3 dT 
- A  (10) 

dz 3 - # dr 

The energy equation may be written as 

1 dZT 1 dT 
- -B ( 1 1 )  

U dz 2 Ol dr 

From the capillary condition (5) the vertical velocity gradient 
at the free surface may be expressed as 

du or' dT 
- - D ( 1 2 )  

dz # dr 

Integrating Eq. (10) and evaluating the integration constants 
using boundary conditions (7) and (12) and the continuity con- 
dition (4) leads to 

u = a  z 3 - 7 - = & 2 +  5 ~ + D  (13) 

Substituting this expression into the energy equation (11 ) and 
integrating once gives 

dZ ~ - g ~)z3 + (~3z 

( ~  z3 l z 2 + l  ) 
-- BD ~- - ~ ~ 5Z ( 1 4 )  

which satisfies the imposed conditions of adiabatic horizontal 
boundaries. Integrating Eq. (14) once more yields 

4---8 4 5z4 + 2 5 3Z2 

.O( Z4 2 +1 ) 
4 6 - - 3  2 ~z2 + C (15) 

Since we demand that there be no heat flow through the 
bounding horizontal surfaces, the net radial heat flux, q, is then 
determined from 

q = ~ pGuTdz (16) 

Equations (13) and (15) are now substituted into Eq. (16) By 
virtue of the mass continuity condition all the resulting integral 
terms involving the unknown constant C in Eq. (15) are zero. 
Evaluating the nonzero integrals and combining like terms 
yields 

q 19AZB(58 ABD56 BD254 
- + + -  ( 1 7 )  

pc,, (10)(63)(48) 2 (48)(120) (48)(35) 

Finally, introducing the definitions for A, B, and D, Eq. (17) 
becomes 

( dr~ 3 (18) 
q = -k~ \ d r /  

where 

ke-pCp(Cr')264( I+Z-B°+19B°2 ) 1 6 8 0 a #  2 24 864 (19) 

Equation (18) may be regarded as a kind of nonlinear Fourier's 
law where ke represents an effective conductivity (W m K-3), 
which accounts for radial thermal advection due to both thermo- 
gravitational and thermocapillary forces. 

It is recognized that, while Eq. (18) may accurately describe 
the local heat flow in regions where the flow pattern is character- 
ized by parallel streamlines, it cannot be correct near r = 0 and 
as r ~ r~ where the flow reverses direction. However, Eq. (18) 
does at least exhibit the correct qualitative behavior in that dT/ 
dr --* 0 and, therefore, q --* 0 in these limiting regions of the 
flow field. Since prediction of the radial temperature rise at the 
liquid surface beneath the heater rather than the flow field is 
our goal, we choose to ignore the zones of liquid flow reversal. 

Radia l  T e m p e r a t u r e  Dis tr ibut ion  and  Corre la t ion  for  
Tm,x. We can now solve for the radial temperature distribution 
along the free surface of the liquid layer by relaxing our assump- 
tion that the surface is adiabatic and assuming that Eq. (18) 
can be applied locally. A thermal energy balance on a segment 
dr of the film exposed to the heat-source generated flux q0 gives 

1 d [ r ( d T , ~  3] _ qo 0 <  r <  r0 (20) 
r dr L \ dr } _] 5k~ 

Another energy balance for a segment of the film outside the 
heated zone is 

, a [r(dT2]3] h 
r d r L  \ d r  j j = ~ ( T 2 -  T~) r o < r < r ~  (21) 

At r = r0 we have the coupling conditions 

dTl dT2 
Ti = T2, - (22) 

dr dr 

The remaining boundary conditions are 

dTl 
T~ = Tin,x, - 0 at r = 0 (23) 

dr 

T 2 ~ T ~ ,  d T z ~ o  as r ~ r =  (24) 
dr 

where Tm,x in Eq. (23) is an unknown quantity that we seek to 
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Fig. 2 Dimensionless radial temperature profiles in region external to 
heat impingement zone (1 < x < oo); A or ~ as parameter; note that 
temperature profiles in heat impingement zone can be readily con- 
structed from Eq. (31) 

determine as part of the solution. At this stage it is convenient 
to treat Tm,~ as a parameter whose value may be prescribed. It 
is recognized that, owing to the volumetric absorption of radiant 
energy and the possibility of a boundary-layer flow pattern be- 
neath the heat source, it may be difficult to justify the use of 
Eq. (18) in the heated segment 0 < r < r0 (see Eq. (20)).  It 
turns out, however, that we can eliminate Eq. (20) from this 
equation set, assume instead the constant temperature profile 
T(r)  = Tm,~ in this segment, and still obtain the same theoretical 
result (see below). 

The solution is facilitated by introducing the dimensionless 
quantities 

r T i - T =  T 2 - T ~  
x = - - ,  O l - - -  0 2 - - -  

ro Tm.~- T~' Tm.x- T= 

A = 4 (Tma x _ TQo) (2k~6) '/3, f~ = k~6 ( T,..x T~) 2 
\ qor----~ ] roa h (25) 

Then the differential equations become 

A D d  = _  

x dxL \ d x ]  J 
0 < x <  1.0 (26) 

x dx x = 02 1 . 0 < x < x ~  (27) 

and the boundary conditions are 

dot dO2 
01 =02,  - at x =  1.0 (28) 

dx dx 

01 = 1, dO---2=O at x = 0  ( 2 9 )  
dx 

dO 
0 2 ~ 0 .  --'~-~0 as x ~ x ~  (30) 

dx 

Equation (26) is solved in closed form subject to the condi- 
tions in Eq. (29), to give 

01 = 1 - ~ X  413 (31) 

Equation (27), however, is solved numerically using an avail- 
able subroutine for integrating ordinary differential equations 
(Gear, 1971; Hindmarsh, 1972). For this purpose the boundary 

value problem represented by Eqs. (27), (28), and (30) is 
treated as an initial-value problem starting from x = 1.0 and 
integrating toward x = x=. From Eqs. (28) and (31), the initial 
conditions are 

1 dO2 4 1 
02= 1 - ~ ,  dx 3 A  (32) 

Thus if A is specified, the initial conditions for Eq. (27) are 
known. The method of solution consists of guessing at the value 
of f~ in Eq. (27) and then systematically refining this guess so 
that the numerical solution satisfies the boundary conditions in 
Eq. (30). By assigning a sequence of values of A and solving 
the corresponding number of boundary value problems, the 
unique relationship between A and f~ is determined. 

Plots of 02(x), based on solution of Eq. (27), are given in 
Fig. 2 for three values of A. The corresponding values of ~2 are 
also shown. Note that the radial distance x over which the heat 
deposited in the liquid layer is removed by convection to the 
overlying ambient increases with increasing A or fL Also note 
from Fig. 2 that for A = 10 the radial extent of the cooling 
zone is about 20 times greater than the radius of the heated 
zone. The radial extent of the heater's zone of influence (i.e., 
the combined heating and cooling zones) is determined by gen- 
erating numerous temperature profile curves of the type shown 
in Fig. 2. The functional relationship between x~ and f~ is well 
represented by 

x~ = 1.93~ I/4 (33) 

The parameter A is plotted as a function of f~ in Fig. 3, where 
the dashed curves represent asymptotic limits. For sufficiently 
small values of fL i.e., in the high cooling-rate regime (h 
~) ,  the parameter A is asymptotic to unity. In this limit all of 
the radial temperature decrease occurs in the heated zone (0 < 
x < 1 ), so that 01 = 0 at x = 1 and it follows immediately that 
A = 1.0. A second asymptotic result occurs in the limit of large 

(i.e., relatively small h). In this case the temperature decrease 
from Tm,x to T= occurs outside the heated zone. The temperature 
of the liquid surface in the heated zone is uniform and 01 = 
1.0. This asymptotic curve for large f2 was obtained by replacing 
the first boundary condition in Eq. (32) by 02(1) = 1.0 and 
solving Eq. (27) numerically as before. 
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Fig. 4 Experimental apparatus 

The parameter f~ is generally very large, but even at a reduced 
value of f2 = 10 3 the asymptotic curve is only about 10 percent 
lower than the more complete solution. In view of the practical 
utility of the asymptotic solution for large f~ the following fit 
to that asymptotic curve is made to allow Tmax to be readily 
calculable by hand: 

A = 1.49f~ °'191 (34) 

Introducing the physical variables of Eq. (25) into this relation 
and solving the result for Tm,x - T~, we have 

(ro4h3~ °'z31 
h(Tm,x - T=) = 0.819 \k~02 ] (35) 

q0 

which is a readily applied ekpression for the maximum liquid 
layer temperature as a simple function of all pertinent parame- 
ters. When cast in terms of dimensionless parameters, Eq. (35) 
becomes 

Bi 0.231 (36) 
0m,x = 4.55 7 BO + 19 

4Ma2 1 + 2-4 864 B°2 

Experiment 
Apparatus. Figure 4 illustrates the apparatus. A 1.3-cm- 

thick circular slab of cast polyurethane (k = 0.13 W m 1 K 1) 
serves as a solid substrate upon which the test liquid (dodecane) 
is placed. The polyurethane is glued into a 59-cm-dia galvanized 
steel pan, which, in turn, is glued to a 1.3-cm-thick aluminum 
plate. The pan height allows for layer depths up to 1 cm. The 
plate is supported on a square array of leveling screws, and the 
underside is insulated. A centrally located radiant heat source 
is suspended about 1 cm above the liquid. 

Two different heaters are employed. A 1.3-cm-dia heating 
coil from a standard automobile cigarette lighter is used for the 
smallest source. A larger heater is similarly constructed from a 
coil of heater wire attached to a 5.9 cm diameter steel disk. 
Each heater is calibrated by measuring the heatup rate of a 
target dodecane sample for various electric power levels. Heater 
temperature measurements indicate that power calibration data 
are well represented by the Stefan-Boltzmann law applied to 
a gray body with emissivity between 0.8 and 0.9. 

A movable temperature probe, centered beneath the overhead 
heater, provides for temperature measurements across the liquid 
layer and at the layer surface. The temperature probe is a type 

K chromel-alumel thermocouple (diameter 0.51 mm), which is 
translated vertically by means of a spring-loaded digital mi- 
crometer. To minimize disturbance of the layer, the probe enters 
the liquid from below by means of a sealed port in the substrate/ 
pan/plate composite. This "TC probe" is also used to measure 
the layer thickness, defined as the difference between the mi- 
crometer readings when the probe first touches the free surface 
(from below) and when it is flush with the substrate. (The 
substrate itself is slightly convex such that the layer thickness 
increases by about 0.8 mm at a radial distance of 15 cm from 
the pan center.) Additional thermocouples are placed: (a) in 
the liquid layer near the pan wall, to measure the bulk tempera- 
ture far from the heat source; (b) underneath the center of 
the aluminum plate, to confirm that heat conduction across the 
substrate/pan/plate composite is negligible; and (c) in the air 
space several inches above the liquid layer, but not close to 
the heater, to measure the ambient air temperature. The entire 
apparatus is enclosed in a hood to minimize air flow across the 
liquid surface. 

Procedure. With a quiescent liquid layer in place, the TC 
probe is positioned so that its tip just contacts the layer free 
surface. This subjective indication is reproducible within _+0.02 
mm. Power is then supplied to the heater coil, which induces 
a temperature distribution in the liquid and surface traction away 
from the heated zone. The system is allowed to equilibrate so 
that the temperature reading at the layer surface is nearly con- 
stant. The liquid surface temperature measurement is not overly 
sensitive to thermocouple position, and typically is reproducible 
within _+ I°C at quasi-steady conditions. 

Tests are performed in series using moderate steps in the 
heater power so as to minimize the equilibration time for each 
test. Such a series of tests usually lasts several hours. Evapora- 
tive layer thinning is negligible, based on isothermal thickness 
measurements taken before and after the test series. Local ther- 
mocapillary thinning of as much as 0.1 mm due to deformation 
of the free surface beneath the heat source is most pronounced 
for thin ( ~ 2  mm) dodecane layers. Thermal expansion of the 
substrate may also act to locally reduce the layer thickness, but 
this would amount to at most a 0.05 mm change in thickness, 
using an expansion coefficient of 1.6 × 10 .4 K -1 and conserva- 
tively assuming an average 25°C heatup of the substrate beneath 
the heater. 

An uncertainty analysis of the experimental measurements 
was performed by using the root-sum-square method (Kline 
and McClintock, 1953). The maximum error in measuring the 
layer thickness is estimated to be _+0.05 mm, accounting for 
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uncertainty in both the substrate and free surface positions. 
Uncertainty in the effective heater power is estimated at _+10 
percent based on scatter in the calibration data. Although tem- 
perature measurement error due to thermocouple calibration is 
within _+0.5°C, the uncertainty in the measured temperature 
difference, AT, = Tm,x - T®, is estimated to be as much as 
_+2°C, or generally within _+ 10 percent, due to residual system 
unsteadiness and fluid instabilities. This is particularly the case .~ 
for higher heat fluxes and thinner layers. The data and error , 
limits are presented below in the dimensionless form of Eq. ~ ee 
(35). 

Results and Discussion 

Experiments have been performed using dodecane layers with 
thicknesses ranging from 2 to 7 ram. Dodecane was chosen as 
the test fluid because it is a conservative (i.e., relatively volatile) 
representation of the NPH (normal paraffin hydrocarbon) found 
in some aged solvent waste tanks containing residual high-end 
organics that are of practical interest. It conforms to the model 
assumption that incident radiation is absorbed throughout the 
liquid layer (see Eq. (20)). Although organic layers in general 
must be about 15 mm thick before all the incident radiation is 
absorbed (Inamura et al., 1989) heater calibration did not sug- 
gest sensitivity to layer thickness for our tests. In most cases 
the liquid temperature far from the heat source (T~, near the 
side wall) remained close to the ambient gas temperature. The 
imposed horizontal surface temperature difference, AT,, varied 
from 4°C to 33°C and the effective heat flux ranged up to 63 
kW m -2. 

The results of the experiments may be examined to assess 
the usefulness of Eq. (35) for predicting the maximum liquid 
surface temperature. This requires an appropriate heat transfer 
coefficient h for heat loss from the liquid surface to the ambient 
air. Heat is carried away from the liquid surface both by thermal 
radiation and by natural convection. The flow pattern in the 
ambient air space above the liquid surface is obviously complex 
and the value of h and its variation with distance is difficult to 
predict. Accordingly, in keeping with our objective of devel- 
oping a practical model, we assume a constant h whose value 
is based on thermal radiation and turbulent natural convection 
as predicted with standard correlations for a rigid horizontal 
surface facing upward (see, e.g., Bird et al., 1960; Gebhart et 
al., 1988). This approach results in h = 10 W m -2 K -1 for 
comparing theory with experiment. The effective heat transfer 
coefficient may be somewhat larger than this value (perhaps by 
as much as a factor of two for large ATs; Epstein et al., 1995) 
due to the air/liquid counterflow induced by the radiant heater. 
Physical property data for dodecane are evaluated at 30°C, 
judged to be the best overall average "film temperature" for the 
temperature ranges encountered in the experimental program. 

To show the degree of agreement with data all the tempera- 
ture rise measurements for dodecane are plotted in Fig. 5 in the 
dimensionless form suggested by Eq. (35). Error bars reflect 
an uncertainty of up to 18 percent in the quantity h (Tm,x - T=)/ 
qo and up to 31 percent in the quantity ro4h3/(k~6qo 2) for fixed 
h. The open circular data points represent experimental condi- 
tions for which the capillary/gravitational convection model 
does not formally apply because the assumptions of negligible 
radial momentum transport, radial conduction, or liquid inertia 
have been violated. The open square data points represent exper- 
imental conditions in which the radiant heater's zone of influ- 
ence extends to the radial boundary of the organic layer. In 
other words, in these experiments the temperature of the liquid 
at the edge of the test pan remained above the ambient tempera- 
ture and the boundary condition T --* T= as r ~ r= was not 
satisfied. Despite these violations of our modeling assumptions, 
all the data are still reasonably well correlated by the model. 
Note that the data that lie well above the theoretical line in Fig. 
5 correspond to small measured surface temperature increases 
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Comparison of Eq. (35) with radiant-heating surface temperature 
rise data for dodecane 

(low applied power and/or thick layers). Agreement between 
theory and measurements is best in the regime of practical 
interest of large temperature increases (thin layers ). Better over- 
all agreement could be demonstrated by assigning values of h 
somewhat less than 10 W m -2 K -1 for cases where AT~ is small 
and values of h somewhat greater than h = 10 W m -2 K -1 
when AT., is large. According to the theory presented here Tm,, 
- Z~ ~ h -0'31, so that moderate variations in the value of h 
result in only a small shift in the position of the data relative 
to the theoretical curve in Fig. 5. 

It is obvious from Eq. (35) that Tm~x becomes unbounded as 
6 --* 0. This result is a consequence of our assumption that the 
liquid layer is of uniform thickness. It is known that thermocap- 
itlary-driven flow causes the surface of the liquid layer under 
the heater to deform, and very thin fuel layers pull away from 
the heat source impingement zone (Torrance and Mahajan, 
1975). A dry spot appears beneath the heat impingement zone 
because, for very thin layers, the thermocapillary force at the 
surface is strong enough to balance the gravitational force, 
which promotes fuel-layer spreading. A simple balance between 
these forces at the edge of a liquid layer that has withdrawn from 
the heat impingement zone provides the following condition on 
the liquid-layer thickness for dry spot formation (and nonigni- 
tion) : 

6 <  [2a'(TL .... pg-T®)II/2 (37) 

Setting Tmax - T~ = 35°C, dry spot formation becomes possible 
in a dodecane layer if 5 is less than about 1.0 mm. Indeed this 
phenomenon was observed during the radiant heating of a 2.0- 
mm layer of dodecane when the effective heat flux was in- 
creased to 35 kW m-2; data for that 6 were successfully col- 
lected only up to a heat flux of 23 kW m -2. 

In closing this section it is recognized that the above-de- 
scribed experiments and analysis have deliberately focused at- 
tention on the maximum temperature rise at a liquid surface 
subject to a concentrated heat source. However, in separate 
experimental work (Epstein et al., 1995) the surface tempera- 
ture profile produced by a concentrated heat source in a channel 
flow environment was determined. The model presented here 
was found to be in good agreement with those measured pro- 
files. 
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Conc lus ion  

Experimental data for dodecane layers heated from above are 
well correlated by Eq. (35) ,  which relates the liquid surface 
temperature beneath a radiant heat source of known dimensions 
to the fraction of sourc e power transmitted to the liquid surface. 
This heat transfer correlation provides a practical criterion for 
flame spreading, in that ignition cannot occur if the predicted 
maximum surface temperature does not exceed the ttashpoint 
temperature of the organic material. 
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Buoyancy and Property Variation 
Effects Turbulent Mixed 
Convection of Water 
in Vertical Tubes 
Friction factor and heat transfer coefficient behavior are investigated experimentally 
under mixed convection conditions in aiding and opposing transition and turbulent 
flow of  water (4000 < Re < 9000 and Bo < 1.3). With increasing buoyancy influence, 
the friction factor increases by as much as 25percent in aiding flow, while it decreases 
by as much as 25 percent in opposing flow ( Grzxr < 7" ]06). The effects of  tempera- 
ture-dependent viscosity variations are also included in the analysis (0.5 < #w/#b 
< l.O). When they are taken into account, the increase in the friction factor due to 
buoyancy forces alone in upward flow becomes larger. The friction factor behavior 
is compared with previous studies in the literature. Our experimental data agree well 
with some of  the previous experiments described in the literature. The heat transfer 
coefficient was also measured under the same experimental conditions; the heat 
transfer coefficient monotonically increases in opposing flow by as much as 40 per- 
cent, and first decreases by 50 percent and then recovers in aiding flow with increasing 
buoyancy influence. 

1 Introduction 
Mixed convection is a regime of heat transfer that occurs 

when the externally imposed axial pressure gradient is suffi- 
ciently low to render local buoyancy effects nonnegligible. In 
this mode of heat transfer, the flow field is significantly modified 
from that which would prevail under forced convection condi- 
tions. This modification is due to variations of gravitational 
body forces associated with the temperature gradient dependent 
density variations across the pipe. Mixed convection, both lami- 
nar and turbulent, has received increasing attention because it 
is encountered in many practical systems, including passive 
decay heat removal from nuclear power reactors, solar power 
development, and electronic device cooling. Since many of 
these systems have low coolant flow rates, they operate in lami- 
nar, transition, or low-Reynolds-number turbulence flow re- 
gimes. 

The heat transfer coefficient in turbulent mixed convection 
has received considerably more attention than the friction factor 
for both aiding (heated upward or cooled downward) and op- 
posing (heated downward or cooled upward) flows. The litera- 
ture contains fairly accurate correlations describing the Nusselt 
number behavior; see Jackson et al. (1989) for a review. The 
majority of the experiments in the literature were performed 
using gases. In general, with increasing buoyancy influence 
the Nusselt number ratio increases in opposing flow, and first 
decreases and then recovers sharply in aiding flow. An explana- 
tion of the mechanism involved has been given by Hall and 
Jackson (1969). They suggested that the dominant factor was 
the modification of the shear stress distribution across the pipe, 
with a consequent change in turbulence production. 

Investigations into the behavior of friction factor in mixed 
convection conditions are relatively scarce compared to those 
for the heat transfer. The difficulty in measuring the friction 
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factor is probably the main reason for this scarcity since rela- 
tively large heat fluxes and/or high temperatures, and small 
friction pressure drops are usually involved. We have found 
several studies that involved experimental determination of fric- 
tion factor behavior in either aiding or opposing mixed convec- 
tion: Petukhov and Strigin (1968), Carr et al. (1973), Easby 
(1978), Polyakov and Shindin (1988), and Nakajima et al. 
(1980). 

Carr et al. (1973), Polyakov and Shindin (1988), and Naka- 
jima et al. (1980) measured the velocity profile using a hot- 
wire anemometer with air in uniformly heated upward flow. 
The friction factor was calculated from the wall shear stress, 
which was in turn calculated from the convective velocity gradi- 
ent at specific axial positions. The uncertainty associated with 
the friction factor results was not reported in any of these stud- 
ies. There was qualitative agreement between the results of the 
first two studies: The friction factor was found first to decrease 
and then to increase slightly with increasing relative buoyancy 
influence. However, the third study by Nakajima et al. was in 
disagreement with the first two: The friction factor was found 
to increase monotonically. The disagreement among these stud- 
ies is probably due to the fact that the velocity measurements 
were not taken in the wall region (y+ ~- 30) in the first two 
experiments by Carr et al. and Polyakov and Shindin. This is 
apparent by comparing the results of these three experiments 
at the same Re and Gr number range, and which gave quite 
different results, as will be illustrated later. 

Petukhov and Strigin (1968) measured the friction pressure 
drop with water in upward flow in a test section with a heated 
length of 80D (D = 49.66 mm). The flow was not developed 
at the inlet to the heated test section since it lacked a flow 
developing section. (A correction was reportedly introduced 
to take into account the pressure drop due to hydrodynamic 
development.) The range of the experiments included laminar 
as well as turbulent flow data (300 -< Re -< 30,000). The 
friction factor was found to increase monotonically with buoy- 
ancy influence. However, the experimental results reported in 
graphic form did not agree with the correlation offered in the 
same paper. Furthermore, Petukhov and Polyakov (1988) later 
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reported a totally different behavior for the friction factor using 
the data of Polyakov and Shindin (1988).  

Easby (1978) measured the friction factor and Nusselt num- 
ber in his experiments with pressurized nitrogen in uniformly 
heated downward flow (L/D = 150 and D = 30 ram). The 
friction factor was determined from the manometer-measured 
total pressure drop, subtracting the gravitational pressure drop 
inside the pipe and along the manometer lines as well as the 
acceleration pressure drop between the inlet and exit. The bulk 
density was used in the approximate calculation of  the accelera- 
tion pressure drop instead of the momentum density, an approxi- 
mation that introduces negligible error, which we have also 
employed. The friction factor was found to decrease by as much 
as 20 percent with the buoyancy influence over the Grar /Re  2 
range investigated: 

--f = 1.006 - 5.13 Grzx____~ (1) 
fo Re 2 

The experimental data were taken in transition and turbulent 
flows: 2000 -< Re -< 10,000, and Gr~r -< 106(Gr i t /Re  2 -< 
0.04 or Bo -< 0.55). The changes in the friction factor were 
attributed to distortion of the radial shear stress profile. The 
measurement errors were not reported, and the scatter of the 
data was about 20 percent. 

Nakajima et al. (1980) carried out mixed convection experi- 
ments in upward flow between parallel plates. The wall tempera- 
tures were different and the bulk temperature was nearly uni- 
form between inlet and exit. It was possible to obtain aiding 
and opposing flows simultaneously on the heated and cooled 
sides, respectively. The change in the friction factor was calcu- 
lated from the measured velocity profile near the wall. The 
friction factor was found to decrease in opposing flow with 
increasing buoyancy influence. 

Abdelmeguid and Spalding (1979) employed numerical 
methods to determine the friction factor in mixed convection. 
They predicted that the friction factor increases monotonically 
with increasing buoyancy influence in aiding flow, and de- 
creases slightly in opposing flow (Re = 25,000 and 5 × 107 
< Grq < 3 × 101°). In general, the agreements between experi- 
mental and numerical studies as well as among the experimental 
studies themselves are not good in aiding flow. The results of 
the experimental studies in opposing flow by Easby (1978) and 
by Nakajima et al. (1980) agree qualitatively. 

In this study, the results of  our mixed convection experiments 
are presented, and compared with previous experiments in the 
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Fig. 1 Schematic of the experimental setup 

literature. We also attempted to separate the effects of the vis- 
cosity changes from the density changes to determine the effects 
of  buoyancy forces alone. 

2 E x p e r i m e n t a l  A p p a r a t u s  

Figure l shows a schematic of the experimental apparatus 
used to measure the friction factor and the Nusselt number in 
both aiding and opposing flows. The test section is a 3.50-m- 
long brass pipe of 26.64 mm ID and 3.38 mm wall thickness. 
The unheated flow development section is about 40D long, 
including a flow straightener in the upstream portion. The heated 
test section is about 80D long. Uniform heating is supplied by 
several glass-rope heaters wrapped around the pipe in a close 
spiral. Fiberglass thermal insulator jackets are used to cover the 
heaters to limit the heat loss to the environment. 

N o m e n c l a t u r e  

k =  
L =  

Nu = 

Nuavg = 

Nuo = 

Bo = buoyancy number = (8 × 
104 • Grq)/ (Re 3,42s pr °.8) 

cp = heat capacity 
D = inside diameter of  pipe 
f = friction factor = AP I" 2D/pLV 2 

(Darcy factor) 
fo = isothermal friction factor in 

forced convection 
g = gravitational acceleration 

Grq = Grashof number = /3gq"D4/ku 2 
Grzxr = Grashof number = / 3 g  ( Tr~ - 

Tb)D3/u 2 
thermal conductivity of  fluid 
test section length 
Nusselt number = q"D/k(Tw - 
T0) 
pipe length averaged Nusselt 
number 
Nusselt number in forced con- 
vection 

P : pressure 
A P  =pressure drop 
Pr = Prandtl number = u/o~ 
q" = net wall heat flux 
Q = volumetric flow rate 
r = radial position 

Re = Reynolds number = V D / u  
T = temperature 

Tb = bulk temperature = (j~,/2-~ 27rr • 

v. T 'dr) / ( f f f /2  27rr "v" dr), as- 

suming constant pcp 
v = local axial velocity 

V = bulk axial velocity 
y + = dimensionless radial distance from 

the wall 
a = thermal diffusivity 
/3 = thermal expansion coefficient 
u = kinematic viscosity 
p = density 

S u b s c r i p t s  

a = acceleration 
b = bulk averaged 
e = test section exit 

f = friction 
FC = forced convection 

g = gravitation 
h = heat transfer coefficient = q"/ 

(T,v - T0) 
i = test section inlet 

ie = between test section inlet and exit 
m = spatially averaged, e.g., Tm= 

(j~/2 27rr. T" dr)/(y212 27rr" dr) 

MC = mixed convection 
p d =  pressure transducer 
pl = pressure leg(s)  
vp = varying properties 
w = wall 
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Deaerated water is supplied by a pump from a slightly pres- 
surized helium-water tank. A constant temperature of about 
30°C at the inlet is achieved by a heat exchanger, and the 
volumetric flow rate is measured by calibrated variable area 
flow meters placed in series. The same loop is used for both 
upward and downward flow configurations. The test section is 
inverted for downward flow measurements using two flanges: 
one near the inlet to the unheated test section and the other near 
the exit of the heated test section. Valves V1 and V2 are closed, 
and V3 and V4 are open in upward flow. The reverse is true 
for the valves in downward flow. 

The bulk (mixing-cup) temperatures are obtained from ther- 
mocouples inserted inside the pipe at the inlet and exit of the 
heated section. A mixing element is used at the exit upstream 
of the thermocouple location. The wall temperature is measured 
by 13 thermocouples along the pipe (all thermocouples used in 
this experiment are of the copper-constantan type). Sheathed 
thermocouples are wrapped around the pipe inside a 2-mm- 
deep and wide groove and then welded to the pipe surface. With 
this configuration, it was possible to measure the temperature of 
the wall about 2 mm from the inside surface. The inside surface 
temperature is then calculated using the net heat flux through 
this wall thickness. The fluid temperatures are measured at five 
axial positions along the heated test section. Four thermocouples 
mounted at different radial positions on a small pin are inserted 
inside the pipe at each axial position to measure the temperature 
of the fluid across the turbulent core of the pipe. During the 
pressure drop measurements these thermocouples were tempo- 
rarily removed, since they cause a small but nonnegligible pres- 
sure drop. We have visually inspected the inside surface of the 
pipe to confirm the absence of any protrusions that may affect 
the pressure reading or the pressure drop. 

A differential pressure transducer calibrated against a ma- 
nometer prior to data acquisition is used to measure pressure 
drop. Pressure legs, made of clear plastic (poly-flo) tubes, are 
used to connect the negative and positive sides of the pressure 
transducer to the inlet and exit of the heated portion of the test 
section, respectively. The pressure drop is measured along a 
heated length about 76D long. The pressure drop along the 
vertical section of the static pressure legs, AP,,p~, is calculated 
from the temperature of this section measured at several loca- 
tions along the pressure leg. The temperature of the pressure 
leg is controlled, and a nearly uniform temperature is achieved 
by a heat exchanger placed around the pressure leg. 

The ranges of parameters are as follows: 4100 < Re < 9100; 
0.03 < Bo < 1.3; 3 × l0 s < GraT < 7 × 106; 0.46 < /tZw//#b 
< 0.94; 30°C < Tb < 42°C; and Tw < 88°C. 

3 Data Reduction and Uncertainty Calculations 

The friction pressure drop is calculated from the pressure 
differential measured by the pressure transducer, APvj, from 
the following equation: 

APpd = APf.,e + APg.,e + AP,,.i~ + APg4,, (2) 

where the first three pressure drop terms on the right-hand side 
are components of the total pressure drop inside the pipe and 
the fourth term is the pressure drop in the pressure leg. The 
friction pressure drop along the pipe, APy.~, is calculated from 
Eq. (2) by calculating the other three terms on the right-hand 
side. The following discussion summarizes the process. 

For the acceleration pressure drop between the inlet and exit, 
one needs to know the momentum density, which requires the 
measurement of the velocity and temperature profiles at the 
inlet and exit. The acceleration pressure drop is two orders of 
magnitude smaller than the friction pressure drop. Hence, we 
have approximated the momentum density with the bulk den- 
sity, which can be easily calculated by invoking an energy 
balance along the heated test section. That is 

AP,.i~ ~ (pV) 2 /~bl 

To evaluate the gravitational pressure drop correctly along 
the heated section of the pipe, the spatially averaged fluid den- 
sity must be known. The density evaluated at the bulk tempera- 
ture, typically measured in experiments and calculated by 
lumped parameter analysis, differs from the density evaluated 
at the spatially averaged temperature. The fluid temperature 
across and along the pipe in the turbulent core region is mea- 
sured at 20 positions (four thermocouples at five axial loca- 
tions). The temperature drops sharply with the distance from 
the wall in the vicinity of the wall. The flow area between the 
closest temperature point (about 1 mm from the wall) and the 
wall is about 19 percent of the total area. For the wall region, 
a linear temperature profile was assumed between the closest 
temperature measurement point and the wall at the same axial 
position. 

The gravitational pressure drop along the vertical sections of 
the pressure leg is calculated with a spatially averaged fluid 
density determined by interpolating the measured temperatures 
at five axial positions along the leg. The temperature of the leg 
is controlled by a heat exchanger to increase the accuracy of 
the pressure measurements by bringing the pressure drop near 
the maximum range of the transducer where the accuracy of 
the pressure transducer is higher. 

The net total heat input was determined from the energy 
balance by measuring the bulk (mixed-cup) temperature in- 
crease along the heated section. The electrical power was also 
measured with a voltmeter. The heat loss from the system was 
about 5-15 percent of electrical power. 

The Nusselt number was calculated from the following equa- 
tion: 

Nu(z) = h(z)_____D_ _ q " ( z ) D  (5) 
k k { T w ( z )  - Tb(Z) } 

where q", Tw, and Tb are the net heat flux, wall, and bulk 
temperature as a function of axial position, respectively. The 
net heat flux and bulk temperature are determined from the 
energy balance and bulk temperature measurements, and the 
wall temperature was measured with 14 thermocouples soldered 
into the grooves prepared in the pipe wall. 

The uncertainty associated with the friction factor and heat 
transfer coefficient is calculated from a statistical summation 
formula (Sirohi and Krishna, 1983). The dominant source of 
uncertainty in the friction factor is that associated with the 
gravitation pressure drop inside the pipe. The mean uncertainty 
values of the friction factor, Nu, and Bo numbers are 15, 8, and 
15 percent, respectively. The corresponding maximum values 
are 23, 11, and 30 percent. Details of the uncertainty calcula- 
tions can be found in Paflatan (1993). 

4 Results and Discussion 

(A) Experimental Results: Friction Factor. Figure 2 
shows isothermal friction factor results of the current experi- 
ments in the same Reynolds number range. Our friction factor 
data fall randomly within ± 10 percent of the Blasius correlation, 
ff, = 0.3164.Re -°2~ (Irvine and Karni, 1987). 

Figure 3 shows friction factor results for both aiding and 
opposing turbulent mixed convection. The friction factor behav- 
ior, f / f , ,  is plotted against relative buoyancy influence, in terms 
of the Bo number. Bo number and Gri t /Re" Pr" are widely 
used in the literature to express the relative importance of buoy- 
ancy forces, where 1 < n < 2.7 and 0 < m < 0.5 (Jackson et 
al., 1989). Since Grzxr = Grq/Nu, and assuming Nu ~ Re °s 
Pr °4, the Bo number is equivalent to Grzxr/Re" Pr m, where n 

2.6 and m = 0.4. The Bo number was originally developed 
by Hall and Jackson (1969) from considerations of modified 
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Fig. 2 Isothermal friction factor in current experiments 

1 0  4 

shear production of turbulent kinetic energy under mixed con- 
vection conditions. The Nusselt number behavior in mixed con- 
vection for gases from various sources was shown by Cotton 
and Jackson (1990) to be in good agreement when plotted in 
terms of the Bo number. 

Experimental results of this study are also shown in Table 1. 
The physical properties are evaluated using the bulk temperature 
halfway between the inlet and exit of the heated test section. 
Since the physical properties evaluated at the local bulk temper- 
ature do not change significantly in our experiments, the dimen- 
sionless numbers evaluated at the axial midpoint adequately 
represent test section conditions. 

The friction factor in aiding mixed convection remains nearly 
unchanged at low Bo numbers (Bo < 0.1). A 10 percent de- 
crease in the friction factor is observed for 0.1 < Bo < 0.2, 
and up to about 25 percent increase for 0.25 < Bo < 0.4. The 
friction factor in opposing mixed convection, on the other hand, 
decreases monotonically by as much as 25 percent under similar 
buoyancy influence. Even though the deviation off / fo for indi- 
vidual data points is comparable to the error associated with it, 
the trend for the friction factor is clear for both aiding and 
opposing flows. 

The behavior of friction factor in mixed convection can be 
explained by the modifications in the velocity profile near the 
pipe wall; an extended discussion can be found in Hall and 
Jackson (1969). In aiding flow, the flow direction and the buoy- 
ancy force near the wall are aligned and therefore the fluid is 
accelerated near the wall. However, the fluid near the center is 
decelerated, since the flow and buoyancy forces are in opposite 
directions. Consequently, the peak velocity shifts from the cen- 
ter toward a region near the wall and the velocity gradient in 

• 1.5 

~ 0.5 

• aiding flow [ 
o opposing flow 1 

T 
T: _~T T .  " - ,  r _ ¥  r ~ - 

0 • i i i . . . . .  i . . . . . . . .  

0.01 0.1 
Buoyancy number, Bo 

Fig. 3 Friction factor results in mixed convection 

the vicinity of the wall becomes steeper, which increases the 
wall shear stress. 

In opposing flow, the velocity decreases near the wall and 
increases near the center due to the buoyancy forces. The peak 
velocity is at the center, and its value is higher than that in forced 
convection at the same flow rate. Thus the velocity gradient near 
the wall becomes less steep, and the shear stress at the wall and 
friction factor decrease. 

(B) Buoyancy Effects Versus Physical Property Effects: 
Friction Factor. The modifications in the friction factor and 
heat transfer coefficient in mixed convection are due to the 
combined effect of buoyancy forces as well as viscosity varia- 
tions. Viscosity variations can be expressed in terms of dynamic 
viscosity ratio, /Zb/#w, The changes in the heat transfer and 
friction were often attributed only to buoyancy forces in the 
literature; see, for example, Carr et al. (1973), Easby (1978), 
Polyakov and Shindin (1988), and Nakajima et al. (1980). It 
is of interest to separate the effects of viscosity variations from 
the buoyancy forces. 

There are several relations offered for the friction factor cor- 
rection for viscosity variations in the literature (Kaka~, 1987, 
or Petukhov, 1970). Petukhov compiled data from several in- 
vestigators and offered the following correlation for the friction 
factor in heated turbulent flow of liquids far from a supercritical 
state: 

where #t, and #w are viscosities evaluated at the bulk (mixed- 
cup) and wall temperatures, respectively. To separate the effects 
of buoyancy forces from those of properties, we have calculated 
f~p, which incorporates the effects of variable physical property 
variations from Eq. 4, but not those of buoyancy forces. The 
effect of viscosity variations decreases the friction factor in 
heated water flows regardless of the flow orientation: upward, 
downward, or horizontal. Since f~p is always smaller than fo 
(constant property friction factor), the ratiof/f~p is greater than 
the ratiof/fo. To quantify the effects of buoyancy forces alone, 
our experimentally measured f value is compared to the fvp 
value. The increase in the friction factor becomes steeper in 
aiding flow, and the decrease in the friction factor shallower in 
opposing flow. Figure 4 shows this behavior. The increase in 
the friction factor due only to buoyancy forces increases with 
Bo number in upward flow, and it is as much as 50 percent 
higher near Bo = 0.3 than would be observed in a negligible 
buoyancy effect flow. In downward flow, f/fo~,, is about 5 per- 
cent greater than the ratio, f / fo.  

(C) Comparison With Previous Experiments: Friction 
Factor. A comparison of our results with the previous experi- 
mental and computational results in the literature is shown in 
Figs. 5(a,  b). The literature contains two trends for the friction 
factor with increasing Bo number: an increasing trend (Naka- 
jima, 1980; Abdelmeguid and Spalding, 1988), and a first de- 
creasing then increasing trend (Carr et al., 1973; Polyakov and 
Shindin, 1988). Our results fall between these two trends. In 
downward flow, the friction factor decreases with increasing 
buoyancy influence, and our results agree qualitatively with 
those of Easby (1978), Nakajima et al. (1980), and Abdelme- 
guid and Spalding (1979). However, all our experimental re- 
suits show a sharper decline than the Abdelmeguid and Spalding 
calculations. 

All of the above-mentioned experiments have a flow develop- 
ment section prior to the heated section. However, flow contin- 
ues to develop in the heated section. Since the measurement 
technique used by Carr et al., Nakajima et al., and Polyakov 
and Shindin allowed friction factor to be measured only at a 
fixed axial location (at L/D = 100, 110, and 53, respectively), 
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Run Re GrAT 
No. x 10 -6 

Table 1 Results of current experiment 

Pr Bo f f ~tw fvp Tb Tm Tw Nuav Nuav 
fo tXb fo °C °C °C Nuo 

1 U 7513 4.730 4.97 0.138 0.0287 0.875 0 ,51  0.84 34.55 38.91 74.63 24.3 0.492 
2U 7391 2,110 5.06 0.114 0.0306 0.926 0.70 0.93 33.67 36.32 53,84 41.6 0.848 
3 U 7200 0.988 5.22 0.061 0.0317 0.951 0.84 0.97 32.28 33.55 42.09 46.8 0.967 
4U  7031 0.474 5.36 0.031 0.0328 0.975 0 .91  0.98 31.04 31.68 36.02 47 ,1  0.984 
5U 6069 0,538 5.38 0,050 0.0344 0,967 0.90 0.98 30.85 31,55 36.68 39.7 0.930 
6U 5012 0,653 5.40 0.094 0.0409 1 .08  0.87 0,98 30.67 31.63 38.10 31.5 0,858 
7 U 4163 1,080 5.36 0.151 31.07 42.26 16.6  0.527 
8 U 4143 0.405 5.38 0.089 0,0408 1.014 0.92 0.98 30.82 31,49 35.49 24.8 0.800 
9 U 4990 0.304 5.43 0.047 0.0388 1.020 0.94 0.99 30,44 30,84 33.85 33 ,8  0.925 

10U 5087 1.610 5.31 0.139 0.0328 0.869 0.75 0.94 31.44 33,6147.77 20 .1  0.544 
11 U 4210 2.060 5.29 0.249 31.65 53.59 14 .3  0.453 
12U 6218 1.050 5.24 0.088 0.0350 0.992 0.82 0.96 32.11 33,49 42.77 37.6 0.871 
13 U 5268 3.130 5.10 0.227 33.29 61.50 17.8  0.474 
14U 4391 3.240 5.04 0.497 33.89 67.24 19 .3  0.538 
15 U 4578 4.620 4.82 0.771 36.01 78.06 28 .1  0.833 
16U 5462 4.480 4.90 0.398 0.0394 1.068 0.47 0.82 35.23 37.50 79.09 22.7 0.595 
17U 6341 2.820 5.12 0.140 0.0312 0.893 0.65 0 . 9 1  33.15 35.94 58.30 24.0 0.551 
18U 6689 5.540 4 .81  0.270 0.0436 1.27t 0.46 0 . 8 1  36.04 40.25 81.36 24.8 0.556 
19 U 4658 2.590 5.19 0.259 32.55 58.81 16.3 0.478 
20 U 4837 3.540 4.97 0.441 0.0471 1.226 0.54 0.86 34.56 36.91 70.66 21.0 0.605 
21 U 5220 6.930 4.55 0.920 38.77 87.29 27.8 0.772 
22D 5154 1.090 5.23 0.181 0.0325 0 .81  0.82 0.96 32.13 33.35 42.85 40.2 1.085 
23D 5307 1.720 5.06 0.279 0.0309 0.776 0.76 0.95 33.68 35.48 48.99 42.0 1.114 
24D 5646 3,140 4 .71  0.498 37.05 60.02 48.0 1.240 
25 D 5956 4.950 4.43 0.730 40.05 70.69 52 .1  1.312 
26D 5112 0,740 5.28 0.119 0.340 0.845 0.87 0.98 31.70 32.62 39.19 38.0 1.026 
27D 4653 0.815 5.19 0.174 0.0328 0.794 0.87 0.97 32.49 33.42 40.32 36.0 1.057 
28 D 4366 0.812 5.29 0.204 31.63 39.93 34.5 1.058 
29 D 4339 0,433 5.33 0.106 0.0367 0.871 0.92 0.98 31.30 31.95 35.92 32.3 0.993 
30D 4671 0.424 5 .31  0.083 0.0366 0.886 0.92 0,99 31.50 32.05 35.82 34,2 0.992 
31D 4783 1,260 5.16 0.260 0.0321 0.783 0 .81  0.96 32.74 34.14 44.67 38 .1  1.092 
32D 4527 1.350 5.08 0.334 0.0321 0.771 0.80 0.96 33.54 34.97 45.78 37.4 1.128 
33 D 4999 1.960 4 .91  0.390 35.11 51.24 41.4 1.166 
34D 6333 1,530 5.13 0.150 0.0299 0.791 0.78 0.95 33.08 34.70 47.10 47 ,1  1.082 
35D 7357 1,370 5.18 0.088 0.0297 0.824 0.79 0.96 32.64 34.17 45.58 52.5 1.067 
36D 8468 1.250 5.15 0.055 0.0289 0.840 0 .81  0.96 32.86 34,40 44.39 58.3 1.060 
37D 8640 1.900 5.03 0.082 0.0276 0.808 0.75 0.94 33.93 36.15 50.38 59.8 1.079 
38 D 7582 2,140 5.00 0.135 0.0275 0.771 0.73 0.94 34.25 36.62 52.58 54.8 1.099 
39D 6606 2.470 4.89 0.234 35.35 55.25 50.7 1.142 
40D 5048 3.010 4.73 0.637 36,90 59,09 44,2 1.246 
41 D 4868 3.890 4.67 0.756 37.50 60.13 43.8 1.278 
42D 7702 2.780 4.91 0,173 35.10 57,43 56.6 1.125 
43 D 6710 3.190 4,80 0.302 36.21 60,52 52.8 1.181 
44D 5293 4.970 4.60 0.782 38.27 65,14 47.2 1.306 
45D 5020 4.140 4 .51  0.983 39.23 66.18 46.9 1.349 
46 D 8740 2.500 4.97 0.t08 34.55 55.40 61.4 1.100 
47 D 6993 4.340 4.57 0.390 38.50 67.51 55.8 1.225 
48 D 7930 3.730 4.75 0.223 36.70 64.19 58.7 1.153 
49D 9059 3.410 4.77 0.139 36.51 61.89 63.7 1.123 
50D 5518 5.150 4.38 0.987 40.62 72.06 50.8 1.365 
51D 5251 5.600 4.28 1.273 41.79 73.48 50.4 1.420 

Fig. 4 
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Effects of variable physical properties and buoyancy forces 

the compar ison of  their data with our a v e r a g e  friction factor 
data over 0 - 8 0 D  in aiding flow becomes questionable if the 
flow developing effects cause a nonnegligible axial variation in 
the friction factor. In opposing flow, on the other hand, Easby 
measured  the average friction factor over several intervals in 
the heated section. His results suggest  that the friction factor 
does not have a length dependence.  

The foregoing comparisons  are based on the overall change 
in the friction factor; the effects of  varying physical  properties 
are not separated. A comparison of  friction factor ratio solely 
due to buoyancy forces, f /J~,,  between our experiments  and 
those in the literature would be more useful. For gases, the 
correlation, f~, / f ,  = (T,,/Th) m, is used to account  for property 
variations (Perkins and Worsce-Schmidt ,  1965). However,  the 
wall-to-bulk (absolute)  temperature ratio was not available 
from Nakaj ima et al. (1980)  and Polyakov and Shindin (1988) .  
For Easby ' s  data, f~p/f, is calculated from the above-ment ioned 
correlation with m = -0 .264 .  Cart  et al. measured the wall 
temperature,  and hence, we a s sume  that the viscosity used in 
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Fig. 5 (a )  Comparison of current experiment with previous work: friction 
factor  in aiding f low 
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Fig. 5 ( b )  Comparison of current experiment with previous work: friction 
factor in opposing f low 
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Fig. 5 l c )  Comparison of current experiment with previous work: buoy- 
ancy effects o n l y  

the friction factor calculation was evaluated at the wall tempera- 
ture, and therefore, property variation effects were already ac- 
counted for in their data. 

Figure 5 (c) shows a comparison of our expefimentalf/f;p results 
with these data. Our upward results lie again between the data of 
Carr et al. and Abdelmeguid and Spalding. However, when the 
property effects are accounted for, our data agree very well with 
the constant property results of Abdelmeguid and Spalding. In 
downward flow, the agreement between our data and that of Easby 
and Abdelmeguid and Spalding also improves sfightly. 

(D) Experimental Results and Comparison With Liter- 
ature: Heat Transfer Coefficient. The heat transfer coeffi- 
cient was found to be nearly uniform along the pipe in down- 
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Run No. Boar Rear Pray Nuav Nuav/NUo Numin/NUave 

Type 1: 9U 0.05 5000 5,4 34 0.93 0.94 

Type 2: 10U 0,14 5100 5,3 20 0.54 0.75 

Type3: 20U 0.44 4800 5.0 21 0.60 0,85 

Type4: 15U 0.77 4600 4.8 28 0,83 0.89 

Fig. 6 Heat  transfer coefficient results of current experiments in aiding 
f low 

ward flow. However, four different heat transfer types were 
observed along the pipe in upward flow depending on the mag- 
nitude of the Bo number, which was nearly uniform along the 
tube: (1) No noticeable change in the heat transfer coefficient 
with axial position for Bo < 0.125; (2) a substantial drop in 
the heat transfer coefficient without a recovery for 0.125 < Bo 
< 0.265; (3) a substantial drop in the heat transfer coefficient 
with a moderate recovery for 0.265 < Bo < 0.65; and (4) some 
drop in the heat transfer coefficient with a strong recovery for 
Bo > 0.65. Figure 6 shows the heat transfer coefficient as a 
function of axial location for four cases with nearly the same 
Reynolds number. The Bo number was nearly uniform along 
the heated length in our experiments. The impairment in heat 
transfer coefficient, which corresponds to a local wall tempera- 
ture peak, reaches a maximum due to thermal boundary layer 
development, and the location of this impairment moves up- 
stream with increasing Bo. A Type 2 profile was observed in 
our experiments, probably due to the limited length-to-diameter 
ratio: For a longer tube, a recovery would be expected as in 
Type 3; see Fig. 6. The observed minimum values of heat 
transfer coefficient and their axial location in our experiment 
also agree well with the correlations proposed by Jackson et al. 
(1989). 

Average values of Nu number along the pipe were also calcu- 
lated. The average Nu number monotonically increases with 
increasing Bo number in downward flow, and exhibits a sharp 
decrease at Bo of 0.1-0.2 for upward flow. The reduction in 
the Nusselt number is as large as 50 percent of Nuo. After this 
minimum point, the average Nu number starts to increase again 
and recovers to Nuo at about Bo --> 1, Fig. 7. Similar results 
were reported previously in the literature and comparisons with 
these results are also shown in this figure. 

The main difference between this study and others in the 
literature is that we have used water (Pr = 3 -5 )  and the others 
used air or other gases (Pr = 0.7). Jackson et al. (1990) have 
developed the following semi-empirical correlation based on 
experimental data as well as shear stress considerations: 

_{ Bo Nu 1 _+ (6) 
Nuo (Nu~-Nuo) z J 

where the + sign is for downward flow and the - sign is for 
upward flow. This equation is valid only near forced convection 
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l: Current experiments in aiding flow (water) 

2: Current experiments in opposing flow(water) 

3: Carr et aPs aiding flow experiments (air) 

4: Steiner's aiding flow experiments (air) 

5: Easby's opposing flow experiments (nitrogen) 

6-7: Cotton et al. calculations in aiding and opposing flow (air) 

8-9: Jackson's correlation in aiding and opposing flow 

Fig. 7 Comparison of current experiment with previous work: heat 
transfer coefficient 

conditions, and can not predict the minimum or the recovery 
of the heat transfer coefficient. Cotton and Jackson (1990) 
solved the governing mass, momentum, and energy equations 
using a low-turbulence k -  e model. The three experimental stud- 
ies included in the comparison are those of Carr et al. (1973), 
Steiner ( 1971 ), and Easby (1978). The data of Carr et al. were 
taken at z/D = 103, Steiner's data at z/D = 60, and Easby's 
data at z/D = 33 to 167. 

Our downward flow results agree well with the Jackson corre- 
lation and Cotton's numerical results, but are slightly lower 
than Easby's results. Our upward flow results, including the 
maximum impairment point of Bo - 0.2, generally agree well 
with the others. 

5 Conclusions 

The friction factor and heat transfer coefficient behavior are 
experimentally determined in aiding and opposing turbulent 
mixed convection flow conditions for water in a vertical pipe 
in the following range: 4160 -< Re -< 9060, 0.30 -< Grzr × 
10 -6 -< 6.93, and 4.28 -< Pr -< 5.43, or in terms of relative 
buoyancy influence, 0.03 --< Bo --< 1.27. We have observed that: 

1 The friction factor ratio, f / fo,  stays near unity near the 
forced convection regime. With increasing buoyancy influence, 
the friction factor increases by about 25 percent in upward flow, 
and decreases by about 25 percent in downward flow. 

2 The combined effects of buoyancy forces and varying 
physical properties are analyzed. When the viscosity variations 
are taken into account, the friction factor increases at a faster 

rate in upward flow and decreases at a slower rate in downward 
flow than for the case when they are not taken into account. 

3 Our experimental friction factor results are compared with 
previous experimental and numerical studies in the literature. 
There is poor agreement among previous studies. Our results 
agree well with some of the previous results. 

4 We have observed that the average heat transfer coeffi- 
cient decreases sharply with increasing buoyancy influence near 
Bo = 0.20 and then recovers in aiding flow. The heat transfer 
coefficient monotonically increases in opposing flow. Our heat 
transfer coefficient results with water agree well with the previ- 
ous studies using gas. 
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Comparison of Experiment With 
Monte Carlo Simulations on a 
Reflective Gap Using a Detailed 
Surface Properties Model 
The spatial distribution of light through a rectangular gap bounded by highly reflec- 
tive, diffuse surfaces was measured and compared with the results of Monte Carlo 
simulations. Incorporating radiant properties for real surfaces into a Monte Carlo 
code was seen to be a significant problem; a number of techniques for accomplishing 
this are discussed. Independent results are reported for measured values of the 
bidirectional reflectance distribution function over incident polar angles from 0 to 
90 deg for a semidiffuse surface treatment ( Krylon TM flat white spray paint). The 
inclusion of  this information into a Monte Carlo simulation yielded various levels of 
agreement with experimental results. The poorest agreement occurred when the inci- 
dent radiation was at a grazing angle with respect to the surface and the reflectance 
was nearly specular. 

1 Introduction 
Radiative transfer between discrete surfaces is often treated 

using a diffuse gray approximation for surface properties. This 
removes the directional dependence of the reflectance and 
makes possible the development of analytical solutions for a 
wide range of problems. Unfortunately, the model of reflection 
as diffuse is not a particularly good approximation for most real 
surfaces. A modification to the diffuse-gray approximation is 
to replace real surface properties (which are generally neither 
specular nor diffuse but somewhere in between) with a combi- 
nation of reflectances, one representing a purely diffuse compo- 
nent and the other representing a purely specular component 
(Modest, 1993). A difficulty with this model can be seen in 
Fig. 1, which shows the actual reflectance properties for a semi- 
diffuse surface. It is clear from this picture that application of 
the diffuse-specular model for incident polar angles of more 
than approximately 30 deg and less than approximately 80 deg 
will require some judgment to define what portion of the hemi- 
spheric reflectance is to be considered specular and what part 
diffuse. This approach also requires that the radiative transfer 
equation be modified to make use of separate diffuse and specu- 
lar view factors. Although this model is an improvement over 
the diffuse-gray model, it still presents difficulties when dealing 
with properties that are dependent on the angle of incidence. 

An alternative to the analytical approach, one for which the 
inclusion of surface property data is a reasonable proposition, 
is to use a Monte Carlo model. The specular-diffuse approxima- 
tion, as well as more complicated surface property models, can 
easily be incorporated into a Monte Carlo algorithm. Toor and 
Viskanta have used Monte Carlo techniques to show that the 
radiative properties of simple systems can depend sensitively 
on the dependence of the reflectivity on the incident angle 
(Toor, 1967; Toor and Viskanta, 1968). This calculation would 
present almost insurmountable difficulties if attempted using an 
analytical approach. Numerous authors have described Monte 
Carlo codes that are good candidates for this type of problem 
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(Palmer et al., 1995; Maltby and Burns, 1991; Burns and Pryor, 
1989). For the numerical approach, bidirectional reflectance 
data can be tabulated on a discrete grid and then numerically 
inverted to prepare a look-up table for generating the correct 
distribution of postreflectance photon directions. The accuracy 
of this procedure depends on the density of points used to 
measure the bidirectional reflectance. Alternatively, the data can 
be modeled using an analytic form to describe the bidirectional 
reflectance as a function of incident angle. 

Regardless of the model used to predict radiative transfer 
between surfaces, if detailed surface property data are to be 
used, they must first be available. In this paper, a single type 
of surface is considered. It is a semi-diffuse surface created by 
coating a smooth aluminum substrate with a flat white paint. 
The bidirectional reflectance distribution function (BRDF) of 
this surface was Previously measured (Zaworski et al., 1993), 
and the results are used as input data for a Monte Carlo simula- 
tion. The data reduction required to prepare the BRDF data for 
use in a Monte Carlo code is described, and the resulting surface 
properties model is incorporated in a cell-to-cell transport 
Monte Carlo program. The program is then used to predict 
radiative transfer through a parallel-plate channel having the 
same surface treatment. Specific cases are selected to fully exer- 
cise the surface properties model; cases range from mostly spec- 
ular reflection through the plates, to cases in which the reflection 
is mostly diffuse. The results predicted by the Monte Carlo 
model are confirmed through direct comparison with experi- 
mental findings. 

2 The Problem Defined 
The primary goal of this research was the validation of a 

surface properties model that includes the full bidirectional re- 
flectance distribution function using a Monte Carlo algorithm. 
The Monte Carlo program was validated by direct comparison 
of the simulation output with experimental data for radiative 
transfer through a channel formed by parallel plates. As shown 
in Fig. 2, the problem was to predict the intensity i , (x)  at the 
exit plane, given the intensity of a beam i~ directed through the 
entry plane to one of the two surfaces. The angle a describes 
the orientation of the incident beam with respect to the center- 
line and x is the position along the exit plane. The point x = 0 
is located at the intersection of the centerline with the exit plane. 
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@(a) ~.~ (b) 

• ) 

Fig. 1 Plots of log (BRDF) as a function of incident angle for a 632.5- 
nm source irradiating surface of flat white paint (Krylon TM No. 6502). 
The sharp feature in each plot is the incident beam, (a) 0j = 0 deg. (b) 
0j = 30 deg. (c) 01 = 60 deg. (d) 01 = 80 deg. 

Depending on ( 1 ) the angle at which the incident beam strikes 
the plate and (2) the plate spacing, the nature of successive 
reflections through the channel can range from highly specular 
to highly diffuse. 

The data of interest in this study were intensities at the exit 
plane of the channel as a function of exit plane position x, 
incident angle oe, and plate spacing t. The full hemispherical 
intensity was measured at the exit plane along the line corre- 
sponding to the intersection of the backplane with the plane of 
incidence. The wavelength was held constant at 632.8 nm to 
match the data for which bidirectional surface properties were 
available. Temperatures were maintained near 20°C so that the 
only significant mechanism for radiative transfer was reflection. 
Polarization was not considered in this study (incident radiation 
was randomly polarized). 

The surface used in the experimental effort is an aluminum 
substrate finished with 600-grit emery paper and then painted 
with three coats of Krylon TM spray paint No. 6502, Flat White. 
Bidirectional reflectance was measured for this material at a 
wavelength of 632.8 nm and with random incident beam polar- 
ization (Zaworski et al., 1993). The hemispherical reflectance 
varies slightly with incident polar angle but is generally in the 
range of 0.8. The bidirectional reflectance varies greatly with 
incident polar angle as shown in Fig. 1. A specular-like compo- 
nent starts to appear at an incident angle of approximately 45 
deg and grows substantially as the angle increases. The bidirec- 
tional reflectance for this material is symmetric about the plane 
of incidence but is clearly a function of both the incident and 
reflected polar angles. Values of bidirectional reflectance aver- 
age approximately 0.3 for the nearly diffuse cases of Fig. 1 (a) 
and 1 (b). For the strongly specular case shown in Fig. 1 (d), 
the bidirectional reflectance varies from a low of 0.002 to a 
peak of 4.0. The uncertainty of these measurements is generally 
under 2 percent, with slightly higher values occurring at large 
incident polar angles. 

Reflective Plate 

/ 

__C°nter"°e ..... . .... ...... 7 ' : "  ....... 
(a) / , /  y' 

,,'*" f Backplane /" 
(b)/' 

Fig. 2 Reflections through a channel for (a) small a and (b) large 

3 The Monte Carlo Model 

The Monte Carlo program used in this study, MCLITE, di- 
vides an array into rectangular computational cells where each 
cell contains one array element. The interaction of a photon 
with the element in a cell is predicted by geometric optics, and 
the location and characteristics of the photon as it exits the cell 
are calculated. This information is used to predict the photon 
entrance location for the next computational cell. The photon 
moves from cell to cell, interacting with array elements until it 
is absorbed or exits the array. The code calculates the location 
and angle of each photon exiting the array and the distribution 
of absorbed photons within the array. Cell-to-cell photon trans- 
port has proved to be an efficient method of modeling radiation 
heat transfer in arrays of discrete surfaces. A detailed descrip- 
tion of cell-to-cell photon transport is presented by Palmer et 
al. (1995). Similar algorithms have been described by Maltby 
and Burns ( 1991 ). Only two cells were required for the simula- 
tions described here, with one cell containing a rectangular 
reflector element plus the gap space and the second cell con- 
taining a second rectangular reflector element that forms the 
other side of the gap. These were arranged to produce a gap 
with the same dimensions as the experimental system. The cells 
and reflector elements for the symmetric gap are shown in Fig. 
3. The Monte Carlo Code treats the system as infinite in the 
direction normal to the plane of incidence. 

Although the BRDF shown in Fig. 1 represents a large 
amount of data, it was still not sufficient to generate the postre- 
flectance directions of the photon using a direct interpolation 
scheme. Because of this, a more approximate method was used. 
Extensive measurements were done to obtain the BRDF in the 
plane of incidence. The back-reflecting portion of the BRDF 
was assumed to be purely diffuse. By assuming that it is sym- 
metric with respect to the azimuthal angle, the diffusely re- 
flecting component can be extracted from the back-reflecting 
portion of the BRDF. From Fig. 1, it can be seen that this 
assumption is plausible. The specular component is obtained 
from the forward-reflecting portion of the BRDF by subtracting 
out the diffuse portion of the BRDF. This effectively means 
subtracting the back-reflecting portion of the BRDF fi'om the 

N o m e n c l a t u r e  

A = absorptance 
B = shifted Gaussian function 
C = curve fit parameter (Gaussian ampli- 

tude) 
e = energy parameter for tracking ab- 

sorption 
h = curve fit parameter (Gaussian shift) 
i = intensity 

P = Gaussian distribution function 
R = hemispherical reflectance 

t = plate spacing 
x = position 
y = random variable 
a = angle of incident beam 
Y = curve fit parameter (proportionality 

constant for Gaussian width) 
0 = polar angle 
p = reflectance 
a = curve fit parameter (Gaussian 

width) 

4, =azimuthai angle 

Superscripts 
' = quantity is defined only in the plane 

of incidence 

Subscripts 
D = diffuse 

i = incident 
r = reflected 
S = specular 
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Fig. 3 Arrangement of cells used in Monte Carlo calculations for sym- 
metric gap case 

forward-reflecting portion. The width of the specular peak in 
the azimuthal direction is determined by some additional mea- 
surements of the BRDF, in which the polar angle is held fixed 
at the specular angle and the BRDF is measured as a function 
of the azimuthal angle. This information is then combined in 
an algorithm for generating postreflectance photon directions 
with approximately the same distribution as the BRDF. 

Two coordinate systems are used to describe the behavior of 
the BRDF. The first, shown in Fig. 4(a) ,  describes the BRDF 
in the plane of incidence and consists of the incident polar angle 
0~ and the reflected polar angle 0'~. The reflected polar angle 
Or' can take any value on the interval [ -7r/2, 7r/2], the incident 
angle 0~ has values on [0, 9r/2]. The region -7r /2  -< 0~ < 0 
corresponds to forward reflection; the region 0 _< Or' ~_ 9r/2 
corresponds to backward reflection. The second coordinate sys- 
tem, illustrated in Fig. 4 (b), is a conventional spherical coordi- 
nate system, (0~, 0 ,  qS~) applied to both the incident and re- 
flected beams. For both coordinate systems, 0i is essentially the 
same. Because the surface is isotropic, only the azimuthal angle 
for the reflected beam needs to be specified and this is measured 
relative to the plane of incidence. 

The majority of the data on the BRDF was originally avail- 
able as a semi-regular grid of points in the (0z, 0~) plane. The 
data contained gaps around the incident beam (points of the 
form (0~, 0~)), and at extreme polar angles. The sampling of 
data was also more dense around regions of strong specular- 
like reflectance and sparse in regions of uniform reflectance. 
Linear interpolation was used to extend the data set around the 
incident beam and linear extrapolation was used to extend the 
data set to 0~ = 7r/2. The BRDF near Or = _+7r/2 was assumed 
to vanish. This choice was supported by the behavior of the 
cosine distribution for a perfect diffuse reflector as well as the 
experimental data. Interpolation was also used to remap the 
BRDF to a uniform grid. Near the incident beam, the values of 
the reflectance are a smooth function of 0t and interpolation is 
clearly appropriate. For the case 0~ ~ 9r/2, the error associated 
with extrapolation is a function of the reflected angle; as the 
reflected angle approaches 7r/2, the error associated with extrap- 
olation may be large. 

Once the data are available on a uniform grid in the (0~, 
0,'.) plane, they must be put in a form that can be used in 
computations. For each incident angle the reflectance was sepa- 
rated into specular and diffused components. The portion of the 
BRDF in the interval 0 --< 0~ _~ 9r/2 (back reflectance) is taken 
to represent the diffuse component of the BRDF and is denoted 
p~(O,'., 0~). The forward reflectance part of the BRDF is a 
combination of specular and diffuse reflectance. If the diffuse 
component of the BRDF is assumed to be azimuthally symmet- 
ric, then the specular component is defined as 

where p '(0,'., 0i ) is the total BRDF in the plane of incidence, 
and 0r' is restricted to the interval [ - r r /2 ,  0]. If any values of 
p}(Or', 0~) turn out to be negative, they are set equal to zero. 
The reftectivities, p~,( O'r, O~ ) and pS( O,'., O~ ), are only defined 
for 0; on the intervals -7r /2  ~- 0~ < 0 and 0 -< 0; -< 7r/2, 
respectively. For the polar coordinate system, Or is just defined 
on the interval [0, 7r/2], so with a minor redefinition of p} and 
p~, they can be written as functions of Or and 0~ instead of 0,' 
and 0i. Both p~ and p~ are now available on a uniformly spaced 
two-dimensional grid. For these calculations, each side of the 
grid was divided into 50 intervals, although the density of points 
in the original data set was considerably coarser. 

Before the specular component of the reflectance distribution 
can be used, it is necessary to determine the behavior of the 
BRDF in the azimuthal direction. Measurements as a function 
of ~br were obtained for a few values of 0i with with Or held 
fixed at the specular angle 0r = 0,. The resulting curves are 
sharply peaked at ~br = 7r and can be fit to a shifted Gaussian 
of the form 

B0i(~r) Ce -(4'r "~212°~ + h 

where C, cr 6, and h are adjustable parameters. The dependence 
of ~e on the incident angle 0~ is taken as linear so that cr~(0~) 
= ~(0~ - 7r/2). The value of 3' is determined from a least- 
squares fit to the values of cr~(0~ ). Once the width of the distri- 
bution in the azimuthal direction is known, the specular compo- 
nent of the reflectance can be written as 

O 
~ 

1 

Incident Radiation 

Reflected Radiation 

Fig. 4 Definition of angles for BRDF measurements: (a) definition of 
polar angles for incident and reflected beams in the plane of incidence; 
(b) definition of polar angle for incident beam and polar and azimuthal 
angles for reflected beam 
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ps(O. ~br, 0i) = p~, ( 0 .  Oi)e-(*,-~)=12"~, (e,> 

The functions p~( Or, 0i ) and ps( O. q~,., 0i ) can now he used 
in Monte Carlo simulations. The total diffuse and specular re- 
flectances are defined as 

f~/2 RD(Oi) = 27r p'~(O, 0~) d cos 0~ 

R s ( O i )  = P S (  r, 0 , )  d cos 0r e-(4a~-Tr)2/2%~(°?d49r 

F Tr12 ' 0 
~ o'~oi) Ps( ~, Oi)d cos Or 

¢0 

From the total diffuse and specular reflectances, the absorptance 
is defined to be 

A(Oi) = 1 - RD(O,) -- Rs(O,) 

If A (0~) turns out to be less than zero for any value of 01, then 
it is reset to zero. 

Once the functions A(Oi),  RD(Oi), Rs(Oi), and pD(O~, 0~) 
have been calculated, it is possible to model photon collisions. 
As a first approximation, the following scheme was developed: 

1 Each photon is assigned an "energy" parameter el, that 
tracks the absorption of photons. At the beginning of each tra- 
jectory, ep is set equal to one. Each particle in the Monte Carlo 
simulation can be thought of as representing a bundle of photons 
with the same energy and direction, el, is the fraction of the 
original bundle that has not been absorbed. 

2 Whenever a photon hits a surface with incident angle 0~, 
the energy parameter is reduced by el', = ev( 1 - A (Oi)). 

3 The photon is either specularly or diffusely reflected with 
the relative probabilities 

RD(Oi) 
R I,( Oi ) = 

Rz~( O, ) + Rs( O, ) 

Rs(Oi) 
R)(O~) = 

Ro(Oi) + Rs(Oi) 

The choice of specular or diffuse is made by generating a ran- 
dom number 0 --- y --- 1. If y < R'o(O~), then the photon is 
diffusely reflected; otherwise, it is specularly reflected. 

4 (a) If the photon is diffusely reflected, the polar angle for 
the outgoing photon is generated by numerically inverting the 
distribution p'~(O, O~ ) and the azimuthal angle is chosen by 
picking a random number in the interval [0, 27r]. The inverse 
of the distribution p ~ (0~, 0~ ) is calculated once at the beginning 
of the simulation and then stored for subsequent use as a lookup 
table (Press et al., 1992). 

4(b)  If the photon is specularly reflected, the outgoing po- 
lar angle is chosen as 0r = 0~ and the azimuthal angle is set 
equal to ~br = 7r. 

However, it was found that choosing the distribution of spec- 
ularly reflected photons to be essentially a delta function gave 
very poor results, so the algorithm was modified to broaden the 
distribution of specular photons. The width of the specular peak 
in the 0r direction can be calculated by fitting the 0r dependence 
of p(Or, 0~) to the Gaussian form 

Bo,(OD = Ce ~o-o,?/2o-~ + h 

for each value of 0~. The fits give the Gaussian width ~re as a 
function of 0~. The curve ~re(0i ) can he combined with or6(0, ) 
(which is already known) to generate a specular reflection that 
has been slightly broadened in both the variables 0,. and ~br. 
Step 4(b) was modified to the following: 

4(b) If the photon is specularly reflected, the outgoing 
angle is generated from the Gaussian distributions 

(5) 

(8) 

1 ] 
(9) 

Fig. 5 Schematic of experimental apparatus: (11He-Ne laser, 12) chop- 
per with (2a) reference signal, (3) spatial filter, (4) collimating lens, (5) 
beam mask, (6) test channel mounted on a platform, which rotates about 
point A to vary the incident beam angle ~, (7) sensor mounted on a 
platform which translates and rotates, (8) lock-in amplifier, (9) computer 

PO( Or; 0,) ~ e-{Or-°?2/2~$(°' ) 

P4,(qSr; 0i) ~ e-<"r-~)2/2"~ "<°? 

The distributions are for Or and ~br, but they both depend implic- 
itly on 0,. These distributions can be generated from a standard 
Gaussian random number generator (Press et al., 1992). Both 
~br and 0r are picked directly from a Gaussian distribution. If 
the variable Or does not lie in the allowed range of values [0, 
7rl2], then 0,. is rejectedand a new value is chosen. 

4 Radiative Transfer Through Channel With Semi- 
diffuse Surfaces 

Validation data were obtained using the apparatus indicated 
schematically in Fig. 5. A low-power 5 mW HeNe laser pro- 
vided the incident beam. At the exit plane, intensity was mea- 
sured as a function of position using a photodiode and sensitive 
voltmeter. The maximum uncertainty in these measurements 
was 10 percent for the lowest intensity values, and decreased 
with increasing intensity. 

The cases presented include a variety of plate spacings and 
incident angles. Three plate spacings were investigated: case 
(a) was 40 ram, case (b) was 22 mm, and case (c) was 3 
mm. For reasons associated with the experimental apparatus, 
the beam entered the channel at a line of symmetry for the 40 
mm gap. (This line corresponds to the centerline in Fig. 2.) For 
narrower gaps, the entry point of the incident beam remained 
at the same location but the gap was reduced by moving only 
one side of the channel. Therefore, cases (b) and (c) we re  
based on an asymmetric gap. The gap was 12.065 cm long and 
the height of the gap was sufficient that it could be treated 
as effectively infinite in the direction normal to the plane of 
incidence. 

Figures 6 and 7 present a comparison between the experimen- 
tally determined distribution of light at the exit plane and the 
distribution calculated using the Monte Carlo code, MCLITE. 
Each Monte Carlo simulation consisted of 20 subruns consisting 
of 100,000 individual trajectories, for a total of 2 million trajec- 
tories per simulation. The statistics from the separate subruns 
were used to calculate the uncertainties to the 95 percent confi- 
dence levels in the simulated distributions. The uncertainties 
are included in each figure. The origin of the x axis is located 
at the intersection of the centerline with the backplane. The 
laser beam enters the gap at the point of intersection between 
the plane containing the front end of the gap and the centerline. 
Except for the case shown in Fig. 7(b) ,  both the experimental 
and calculated distributions were normalized so that the maxi- 
mum intensity was 1.0. For the wide gap array (Figs. 6(a)  and 
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Fig. 6 C o m p a r i s o n  o f  experimental transmission through a reflecting 
gap with Monte Carlo simulations. The gap spacing is 40 mm. The f i l led 
circles are the experimental values; the triangles are the results of the 
Monte Carlo simulations. The uncertainties at the 95 percent confidence 
level are shown for the Monte Carlo values. (a) Ang le  of incident radiation 
is 15 deg.  (b) Ang le  o f  incident radiation is 30 deg.  

6(b) ) ,  there is good agreement for the 15 and 30 deg incident 
angle cases, although the calculated distribution is slightly wider 
than the experimental distribution in both cases. 

For the asymmetric gap (Fig. 7), the simulated results are 
generally in qualitative agreement with the experimental results. 
For the low incident angle case (Fig. 7 (a ) )  both the simulation 
and the experiment show a single peak. However, the peak 
width for the experimental distribution is much narrower than 
that from the simulation. The experimental distribution for the 
5 deg incident angle case (Fig. 7 (b))  shows a single peak with 
rather broad wings. If the simulation curve is normalized at 
close to 40 percent of the height of the experimental curve, it 
does a good job of reproducing the broad wings but misses the 
narrow central peak. The 10 deg incident angle case (Fig. 7(c) )  
shows reasonable agreement between the experimental and the 
simulation based distributions. As in the symmetric gap case, 
the simulation distribution is slightly wider than the experimen- 
tal distribution. 

Overall, the simulations are in qualitative agreement with 
the experimental data, but the simulations consistently produce 
broader distributions. The worst agreement between simulation 
and experiment is for the low incident angle cases, which is 
not surprising because the BRDF must be obtained entirely by 
extrapolation for these angles. The differences between simula- 
tion and experiment can probably be attributed to the lack of 
precise information about the shape of the specular portion of 

the BRDF at low incident angles. The data reduction procedure 
assumes that the specular peak is Gaussian as a function of both 
azimuthal and polar angles, but this is only an approximation. 
As the incident angle approaches 0 deg, this must break down 
because the BRDF vanishes for outgoing photons parallel to 
the surface. Even for larger incident angles, the specular peak 
may contain broad wings that would be missed by the Gaussian 
profile. 
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Fig. 7 C o m p a r i s o n  o f  experimental transmission through a re f lec t ing  
gap with Monte Carlo simulations, The gap spacing is 22 mm, The f i l led 
circles are the experimental values; the triangles are the results of the 
M o n t e  Car lo  s imu la t i ons .  (a) Ang le  of incident radiation is 2 deg.  (b) 
Ang le  o f  incident radiation is 5 deg.  (c)  Ang le  o f  incident radiation is 10 
deg. 
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5 Conclusions 

A principal result of this work is that the inclusion of realistic 
surface properties in a Monte Carlo radiation simulation is not 
so simple an undertaking as one might believe a priori. When 
the surfaces in question display behavior that is not purely 
diffuse, then the problem of accounting for all of the functional 
variations in surface properties becomes formidable. It is also 
apparent that the assumption of diffuse-gray surfaces may yield 
results that are grossly in error. Some techniques for handling 
real surface properties have been attempted with reasonable 
Succes s .  

The Monte Carlo simulations successfully reproduced the 
experimental distribution of intensities in most cases for the 
simple gap geometry with diffuse reflecting surfaces. The only 
cases for which there were significant differences between the 
simulation and experiment were those in which the incident 
beam was at a low angle relative to the gap surfaces. Problems 
would be expected under these circumstances, because the 
BRDF in this region is obtained almost entirely by extrapola- 
tion. 

The simulations also suggest that decomposing the re- 
flectance into pure diffuse and specular components is not suf- 
ficient to model the properties of heat transfer systems accu- 
rately. Initial results using such a decomposition failed to match 
the experimental distributions. Only by broadening the specular 
peak was it possible to obtain satisfactory agreement with exper- 
imental results. 

These results demonstrate the need for both accurate BRDF 
data, and a sophisticated model of those data. The experimental 
data on Krylon TM white paint shows clearly a requirement for 
data that increases both in accuracy and resolution with incident 
angle. In addition, accurate measurements of the total hemi- 
spherical reflectance should be made as a function of incident 
angle. This quantity represents the integral of the BRDF over 
both the polar and azimuthal angles. As such, it provides a 
useful check on the accuracy of the BRDF representation as 
well as a method for normalizing the data. This is particularly 
important if the BRDF is available only on a discrete, relatively 
sparse grid. The normalization provides a way of making sure 
that the overall reflectance of the BRDF is correct in any model 
that makes use of the data. 

The challenge of accurately modeling BRDF data is seen for 
mostly diffusely reflecting surfaces. As shown for Krylon TM fiat 
white paint, the BRDF becomes increasingly specular at low 

incident angles. The increase in specularity means that the 
BRDF begins to vary sharply as a function of the outgoing 
polar and azimuthal angles, a feature that is difficult to represent 
on a discrete grid of data points. Either the grid size for the 
data set must be decreased until the grid spacing is small relative 
to the scale of variations, or else large errors are introduced by 
inversion of the data grid into a form that can be used in a 
Monte Carlo simulation. The use of a fine grid for the BRDF 
rapidly becomes unattractive because of the large number of 
measurements required. This problem could be minimized if 
models that provided a good representation of the BRDF were 
available. Instead of doing hundreds, or possibly thousands of 
individual measurements, it would only be necessary to do 
enough to parameterize the model. Once the data are available 
in analytic form, the numerical problem of inverting the BRDF 
is straightforward. 
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Reordering the Absorption 
Coefficient Within the Wide 
Band for Predicting Gaseous 
Radiant Exchange 
The "exact" calculation of the radiant transfer in gaseous enclosures has remained 
impractical for design; the highly complex nature of the absorption spectrum of the 
gases has meant that an inordinately large computational effort is required to effect 
an exact answer. In this paper we show how the complex absorption distribution for 
an isothermal gas can be replaced by a set of smooth curves. This procedure can be 
visualized as one of actually reordering the full complex absorption distribution 
within each vibration-rotation band, and then replacing it by a smooth curve. Such 
a smooth curve can fhen be readily approximated by a stepwisefunction, and radiant 
exchange calculations can be carried out at each step and then summed over all the 
steps to get the total exchange. This paper explains how the reordered curve can be 
obtained and gives some sample plots of the reordered absorption coefficient curve. 
Fitted functions for the rearranged curves have been provided, and some solutions 
to the radiant exchange problems are given and compared to line-by-line solutions. 
About 50 to 200 steps in the stepwise curve are found to be adequate in order to 
obtain an answer within a few percent of  the exact answer. 

Introduction 
Calculating the radiant exchange in an enclosure containing 

a gas that has radiantly participating components, like C02 and 
H20, is made difficult by the complex spectral dependence of 
the absorption coefficient. These gases emit and absorb only 
inside certain bands (vibration-rotation bands), and inside each 
band, the spectral absorption coefficient a~ varies in a highly 
erratic way with the wavenumber ~ of the radiation. The com- 
plex nature of this dependence has made exact analysis impracti- 
cal for engineering design. Yet the problem is of considerable 
practical importance. For example, the trend toward cleaner 
combustion in boilers, with fewer particulates in the combustion 
products, has meant that more and more of the radiant transfer 
is coming from gaseous (as opposed to particulate) radiation. 
Accurate predictions of radiant heat transfer through the atmo- 
sphere are also vitally needed. Consequently, the need for a 
precise and practical modeling capabili ty--commensurate with 
the growing computational fluid dynamic capability for model- 
ing the flow f ie ld--has  become increasingly imperative. 

The apparent impracticality, mentioned above, of obtaining 
an exact solution needs some explanation. In principle, centered 
at any wavenumber ~7 there will always exist an interval &7 
small enough that, inside that interval, a~ can be treated as 
constant. So, in principle, radiant exchange inside the interval 
can be calculated, by first solving the equation of transfer (the 
governing equation for radiative transfer) for the spectral inten- 
sity, and then calculating the total radiant exchange of interest, 

t This is not to minimize the problem of solving for the spectral intensity inside 
a wavenumber interval, even given that a ,  is constant inside that interval. Because 
of the directional as well as spatial dependence of spectral intensity, a sophisticated 
directional and spatial discretization scheme and solver algorithm must be built 
up--preferably in a way that is compatible with the methods that are used simulta- 
neously to solve the momentum and energy equations for the velocity and tempera- 
ture fields. Raithby and Chui (1990), Fiveland (1984), and Mengti~ and Viskanta 
(1985a), to name a few, have laid out some possible schemes. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division February 
1995; revision received November 1995. Keywords: Numerical Methods, Radia- 
tion, Radiation Interactions. Associate Technical Editor: B. W. Webb. 

by means of integrating that spectral intensity over the relevant 
directions and volumes, 1 and then summing the result over all 
the. various wavenumber intervals. In practice the needed inter- 
val 67 must be at least an order of magnitude less than the 
(wavenumber) scale of variation of a~ with r/, which is of the 
order of 10 -j cm -I or smaller. Since each of the vibration- 
rotation bands (of which there are typically 3) can typically 
extend over a wavenumber range of about 1000 cm -~ , the num- 
ber of separate 6r/ intervals that must be solved for is of the 
order of 105 to 106 . This is too large to make such "line-by- 
line" schemes practical, although they are useful for providing 
benchmark solutions. 

For these reasons researchers have been developing simpli- 
fied models for the gaseous interaction, which reduce the calcu- 
lational effort, but at the expense of some rigor and accuracy. 
Howell (1988) has summarized some of the recent work. Suit- 
able models for the integral, with respect to wavenumber r?, of 
the spectral absorptance/emittance (i.e., of 1 - exp ( - a o s ) ) ,  a 
function of path length s, are common and have been developed. 
Some examples are the Goody (1952) and Malkmus (1967) 
models, for the integral over a narrow interval (but one wide 
enough to contain very many &7's), and the Edwards-Menard 
(1964), Morizumi (1970), Felske and Tien (1974), and Wang 
(1983) models, for the integral over an entire vibration-rotation 
band (i.e., the effective bandwidth Az(s)). But, useful as these 
models are, they do not model a~ per se, and therefore their 
engineering application is restricted to certain classes of prob- 
l e m s - e . g . ,  to problems in which the gas is isothermal and the 
enclosure has a simple geometry and nonreflective wails. 

One approach, sometimes called the weighted-sum-of-gray- 
gas (or WSGG) model and exemplified by the recent studies 
of Modest (1991), is conceptually to replace the real gas by a 
superposition of various hypothetical gas components, each 
with its own constant absorption coefficient. By choosing a set 
of weights (ci) and absorption coefficients (ai)  of the various 
components, one can make the hypothetical gas behave some- 
what like the real gas (at least so far as concerns the dependence 
of the absorptance/emittance on the path length s), with a 
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fidelity that increases as the number N of the components is 
increased. Modest (1991) determined a set of a / s  and c / s  for 
N up to about 5 by making a best fit to a band absorptance 
function. More recently, Denison and Webb ( 1993 a, b) obtained 
the as's and ct 's  for N u p  to 20 for H20 gas. Since a n is constant, 
the equation of transfer written for each component separately 
can be readily solved to obtain the total radiant transfer in each 
case, and the results summed. The assumption is that as N is 
allowed to approach infinity, the calculated radiant transfer will 
approach the true one. 

An alternative approach uses the fact that, within a relatively 
wide spectral interval, the exchange depends only upon the 
fraction of the wavenumber interval that is associated with a 
small a~ interval around a particular value of a,~ (Arking and 
Grossman, 1972). These fractions, as a function of  a,~ itself, 
constitute a distribution with a n, and since a n is sometimes 
called k, the result is called the k-distribution f(k)  or f(an). 
The wavenumber interval over which this distribution is taken 
must be narrow enough that the black-body function is nearly 
constant over the interval. The f(k) distribution has been 
worked out (Domoto, 1974) for the case where the interval is 
a narrow band inside a total vibration-rotation band, such as the 
narrow band modeled by Goody. Recently, Tang and Brewster 
(1994) applied the k-distribution method in the presence of  
particle scattering using Elsasser's narrow band model across 
the vibration-rotation band. 

If the wavenumber interval is so wide that variations in the 
black-body function cannot be ignored, a similar approach can 
be developed; however, it is then necessary to deal with frac- 
tions of the black-body energy within the wavenumber interval, 
rather than the fraction of the interval itself (Hottel and Sarofim, 
1967). Denison and Webb (1993a, b) developed this approach 
for the entire spectrum, and this forms the basis for obtaining 
the parameters a~ and ct in their WSGG model. The distribution 
function can be obtained by doing a once-for-all line-by-line 
analysis of measured spectral plots of a,~ like the HITRAN 
data base (Denison and Webb, 1993a, b) ,  or by inferring the 
distribution function from accepted models for the dependence 
of the gas transmission on the path length s (Domoto,  1974). 

Other approaches have been developed by Kim et al. ( 1991 ), 
Hartmann et al. (1984),  Soufiani et al. (1985),  and Koch et al. 
(1991).  In all of  these various models, however, the computa- 
tional effort required to solve gaseous exchange problems is 
impractically large, even for the relatively simple parallel-plate 
geometry. 

The approach described in the present paper is to actually 
reorder the full a n curve for a band, replacing it by a smooth 
spectral curve. The shape of  the spectral curve will be inferred 

from the dependence of the band's effective bandwidth At(s) on 
path length s, for which there are a number of well-established 
models. 

Given the smooth reordered curve of  a~ versus r 2 for the entire 
band, one can then discretize the total wavelength span into say 
N regions, and use a constant representative value of a n in each 
region. As the number N becomes very large, the corresponding 
calculated radiant heat transfer rate will converge to the exact 
value. In this paper, we show that one can carry out a "once  
for a l l"  reordering valid for all gases. Fitted functions for the 
reordered spectra are then provided so that future users of the 
method can obtain the reordered a n spectrum without having to 
repeat the reordering process. Following an exposition of the 
reordering process, the paper provides an example application 
of  the method to three simple problems, all of which involve 
an isothermal gas between infinite-parallel plates. 

The broad goal of  this work is to obtain a model capable of 
dealing with nonisothermal and/or  nonhomogeneous gases, but 
the work presented in this paper is restricted to isothermal ho- 
mogeneous gases, in order to lay the groundwork for the more 
general case. Our expectation is that, because the reordered 
spectrum is less dependent on gas temperature than those in 
some other models, the extension to the nonisothermal and/or  
nonhomogeneous gas should be more straightforward, although 
additional approximations will have to be invoked. 

Reordering the Spectral Absorption Coefficient 
Although the reordering method turns out to be mathemati- 

cally similar to the k-distribution approach, there are important 
differences from a physical perspective. For example, in the k- 
distribution approach, the integrations are carried out over the 
relative frequency, whereas in the present reordering approach 
the traditional step of integrating over wavenumbers is main- 
tained. This will mean that later allowance for the presence of 
soot and overlapping bands will be more straightforward. For 
these reasons, a physical picture for the reordering process is 
developed below. 

For illustration, a particularly simple distribution of the spec- 
tral absorption coefficient av over one vibration-rotation band 
is shown in Fig. 1 (a ) .  A small section of the a n curve is redrawn 
in Fig. 2 ( a ) ,  greatly expanded in the ~7 direction. A narrow 
interval of width z2kao.i is drawn horizontally on the figure, and 
an.i is located in the middle of  the interval. The intersections of  
the boundaries of the interval with the a n curve are then found. 
The first intersection with Aan.i occurs over the wavelength 
interval A~Tt,~, the second o v e r  A7~i,2 , and so on. The total 
wavelength interval over which a n lies within the Aan,i region 

N o m e n c l a t u r e  

a~ = spectral absorption coefficient, 
c m -  l 

a~ = reordered spectral absorption co- 
efficient, cm -j 

a~ = dimensionless reordered spectral 
absorption coefficient 

At(s) = total band absorption (or effec- 
tive bandwidth) for the / th  vibra- 
tion-rotation band, cm-1 

A[ (s) =derivative with respect to path 
length s of Al(s) 

f( t)  = inverse Laplace transform func- 
tion 

F(t) = function in Eq. (8) 
L = plate spacing, m 
l '  = Laplace transform operator 
s = pathlength, m or Laplace trans- 

form variable 

T = temperature, K 
o~ = integrated intensity of the vibra- 

tion-rotation band, cm-  ~ / (kg /m 2) 
/3 = line overlap parameter of the vi- 

bration-rotation band = 7r(7/d) 
c = plate wall emissivity 
rl = wave number, cm-t  
0 = In ~* 

= second-order interpolation term in 
Eq. (15) 

7/d = line-width-to-spacing ratio of the 
vibration-rotation band 

p = gas density, kg/m 3 
= Stefan-Bol tzmann constant, W /  

n-[ 2 K 4 

~- = dimensionless pathlength = ( a /  
~)ps 

qt = log10/3 
w = rotational bandwidth parameter of 

the vibration-rotation band, cm-  
= reordered wavenumber, cm 1 

~* = dimensionless spectral distance 
from the band center = 
2({  - {c)/w 

Subscripts and Superscripts 
c : band center 
g = gas 
1 = integer specifying which vibration- 

rotation band is being considered; 
also lower limit 

= spectral quantity 
= reordered spectral quantity 

* = nondimensional quantity 
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(a) 

a, 

Fig.  1 A simple representation of a typical vibration-rotation band 

rl 

is zXr/e,~ + A~,2 + 2x~?t.3 + . . .  = A ~ .  Next the entire range 
of a,~ for the given band is subdivided into similar intervals and 
from the intersections of each interval with the spectral curve, 
the wavenumber ranges zXr/~, ZXr72 . . . .  can all be found in a 
similar manner to that just described for the ith interval. When 
these are added, as in Fig. 2 (b ) ,  a stepwise reordered distribu- 
tion is obtained. 

As the widths of all intervals are made to approach zero, the 
curve approaches a smooth curve, as shown in Fig. 3 (a ) .  In 
drawing the smooth curve, the wavenumber has been replaced 
by a new variable ~. This replacement recognizes that the nu- 
merical value of a~ at a given ~ does not correspond to the 
value of a~ (in Fig. 1, for example) at r 1 = ~. 
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Fig. 2 la) Small section of the actual a~ distribution; (b) stepwise reor- 
dered representation of a~ curve 

a~ 

a~ 

Fig.  3 Arbitrary smooth reordered representations of the actual distri- 
bution: (a) monotone decreasing function; (b) symmetric function 

There is a degree of arbitrariness in drawing the a~ curves. 
Another alternative is, again, to number the 2xa,,i intervals with 
i = 1 as the region associated with the highest a , ,  and to plot 
the corresponding a~ at ( = ~c = 77c. For the next lowest interval 
(i = 2) the zX~72 interval is split into two equal parts and plotted 
respectively to the left and right of ~c. If this is then repeated 
for all ~a~.i bands, the resulting reordered distribution appears 
as in Fig. 3 (b) .  This alternative gives a more realistic represen- 
tation of the band and is suitable for the incorporation of a band 
overlap model. 

Based on the method used to construct the reordered a~ distri- 
bution, the "area"  under the smooth reordered absorption pro- 
file is equal to the "area"  under the original absorption distribu- 
tion for the same actual spectral region. This means t h a t - - i f  
the black-body spectral intensity is constant over the spectral 
in te rva l - - the  correct total emitted energy within the actual 
spectral interval over the entire band is equal to the emitted 
energy using the reordered data. We infer a~(() from the ex- 
isting knowledge of the effective bandwidth At (s) and its depen- 
dence on the path length s. 

The effective bandwidth, At(s), of say the / th  band is given 
by 

At(s) = f (1 - e-%~)dr? (1) 
eA ot 

where ZXr/t is the band interval. If a~(~) is the correct reordered 
distribution, then we must get the same result for At(s) if we 
integrate over the reordered distribution. Thus, 

Al(s) = f (1 - e-~'~)d~ (2) aA 

where 2x~z is the band width of the lth reordered band. Because 
of the symmetry about the band center ~c = rT~ (we choose the 
reordered profile shown in Fig. 3 (b ) ) ,  Eq. (2) can be written 
as 
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ft tc 
At(s) = 2 (1 - e ~ ' ) d (  

train 
(3) 

where ~min is some appropriately small lower bound for ~ (small 
enough for a t to be essentially zero) in the / th  band. Because, 
in the region of integration, a~ has been made a monotonic 
function of ~, it is permissible to change the variable of integra- 
tion from ~ to a t. Noting that a t = 0 when ( = ~m~,, we obtain 

At(s) = f l  ~ (1 - e-"d)F(at)da t 

1 7- 

where 

(:)l  s 
= - a  t and f *  = - -  (12) 

(4) a~ P w 

where a~ is the reordered absorption coefficient at the band 
center (c, and 

F(at) = 2 d( . 
dat 

Because d~/da¢ = 0 for a~ > a~.~, the upperlimit in the integral 
in Eq. (4) can be replaced by ~.  Therefore we can write 

At(s) = (1 - e-"~)F(at)da¢. 

If we assume that the function At(s) is known, then Eq. (6) 
represents an integral equation in F(a~), which will have a 
unique solution. From this solution, a~(() can be inferred by 
integrating Eq. (5).  

Some simplification in the process of solving for F(a~) is 
achieved by first differentiating Eq. (6) with respect to path 
length s to yield 

A;(s)  = f ~  e-"' f( t)dt  

where A[(s) = dAt(s)/ds, a~ has been (temporarily) denoted 
by t, and 

f ( t )  = tF(t). (8) 

It is now recognized that 

f ( t )  = 2~-'{A[(s)} 

where 2 is the Laplace transform operator, so f indingf( t )  turns 
out to be tantamount to finding the inverse Laplace transform 
of A [ (s).  From the Laplace transform theory ( Churchill, 1972 ), 
there exists a unique solution f ( t )  to Eq. (9).  Having deter- 
rnined f ( t ) ,  by some appropriate inversion procedure, a t (~) can 
be determined by integrating the differential equation 

da~_ 2a~ 

d~ f(a~) 

which follows from Eq. (5).  The Laplace transform formalism 
was also used by Domoto (1974) to derive the at(or  k)-distribu- 
tion of a narrow band from the narrow-band transmittance 
function. We use it here to find the reordered distribution of 
an entire vibration-rotation band from derivative of the band's 
absorptance function. 

For the function At(s) we choose the Morizumi (1970) 
model. Given the proper parameters, this model is considered 
to be more accurate than the piecewise continuous functions 
generally used to represent the Edwards-Menard exponential 
wide band model, but it is much less used because it does not 
give an explicit equation for At(s). On the other hand, after 
differentiating the Morizumi model of At(s),  with respect to s, 
one obtains an explicit equation for A[ (s) .  After carrying out 
the differentiation, substituting in the A[(s) into Eq. (7),  and 
dedimensionalizing the result, one obtains 

and band properties w, o~, p, and/3 are defined by Siegel and 
Howell (1992). The parameter/3 captures the pressure broaden- 
ing effect referred to earlier. The problem of solving this integral 

(5) equation for f *(a ~') is one of finding the inverse Laplace trans- 
form of the function of ~- given on the left-hand side of Eq. 
( 11 ) ; that is, 7- represents the Laplace transform variable, usu- 
ally denoted by s. (In fact, it is the dimensionless path length 
given by 7- = ceps/w.) The quantity a~ is the variable normally 
denoted by t in the Laplace transform terminology. The dimen- 

(6) sionless form of Eq. (10) is 

d~* 
f * (a~)  = a ~ - -  

da~ 

where (* = 2(~ - ~c)/w. After applying the boundary condition 
a¢ = ~ at ~ = r~c, this reduces to 

~* = f ~ f * ( a ~ ) d a ~ = ~ * ( a ~ )  (13) 
aft 

(7) Equation (11) was solved for f * (a~)  using the numerical 
method of inverting the Laplace transform originally due to 
Dubner and Abate (1968), but later refined by Durbin (1973) 
and Honig and Hirdes (1984). The integral in Eq. (13) was 
then evaluated numerically, with the upper limit replaced by a 
large number (the result was essentially independent of that 
number, provided it was is sufficiently large). This procedure 
was repeated for various values of/3 of interest. The results are 
plotted in Fig. 4, in the more natural form aft(d*) rather than 
~*(a~'). 

(9) These reordered results were checked by comparing the Mori- 
zumi function for At(s) with the integral expression of Eq. (2) 
evaluated numerically from the reordered distribution. Excellent 
agreement (less than 0.1 percent difference) was found over a 
large range of path lengths between the reordered results and 
with the Morizumi function. 

Functions to represent the de-dimensionalized reordered pro- 
file a~ = a~(~*, /3)  shown in Fig. 4 were fitted once for all in 
order to permit a user to calculate the reordered spectra without 

(10) having to resort to the numerical Laplace transform inversion 
procedure. The following functional form was chosen to fit the 
reordered spectrum: 

{ a +  bO+c02+ dO3+eO4+fO 5} 
a~ = exp ~ + gO + hO z + iO 3 + jO 4 + kO 5 ; 

0 = l n ~ *  (14) 

where a, b, c, d, e, f ,  g, h, i, j ,  and k are coefficients that 
depend upon/3, and they are valid for values of 0 within -13.5  
--- 0 --- 2.5. There is no theoretical basis for this functional 
form; rather it was Chosen for its ability to accurately represent 
the data. A summary of the coefficients for various values of 
~0 = log~0/3 is given in Table 1. 

For values of qJ = log10 fi that do not coincide with the listed 
values of ~0 in Table 1, but fall between two adjacent values, 
Oj and qJj~j, a cubic spline interpolation scheme is used. (A 
linem" interpolation scheme was found to lead to unacceptably 
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Fig. 4 Reordered nondimensional absorption coefficient distribution 
based on the Morizumi absorptance function 

large errors.) The interpolation scheme described in the appen- 
dix generates the reordered distribution for any value of ~b (i.e., 
/3) in the practical range of interest: 0.005 ~- /3 --< 1. 

The fitted reordered results and the interpolated results based 
on the interpolation scheme of the appendix were checked by 
comparing the "exact" Morizumi function As(s) with the inte- 
gral expression of Eq. (2) evaluated numerically from the fitted 
reordered distributions. For any given specified values of/3 and 
~- presented, the maximum relative error between the exact and 
the fitted reordered results is about 2 percent. 

Sample  Prob lems  Using the Reordered  Distr ibution 

The new model is now applied to three problems where the 
predictions can be compared to previous published results. In 
all three problems an isothermal gas is contained between black 
parallel plates at 0 K. All calculations were done using the 
finite-volume method (FVM) of Raithby and Chui (1990), ex- 
tended to permit the medium to be treated as gray in narrow 
intervals (Lee et al., 1994). (The reordered distribution concept 
could equally well be applied in other discrete methods.) The 
FVM requires that the space be broken into discrete volumes 
(in this case, the gas slab is divided into layers) and that the 

direction be divided into discrete solid angles. The computations 
were performed on a SUN-SPARC IPX workstation (40 MHz 
SPARC IU and FPU rated at 4.2 MFLOPS and 25.0 SPEC- 
marks). 

In the first example, a gas having a single band was consid- 
ered, and the pressure was chosen to be so high that the transfer 
occurs in the "weak-line" (/3 ~ ~) limit. This choice for/3 
was made because of the availability of Modest's analytical 
solution (Modest 1992), based on Felske and Tien's band 
model (Felske and Tien, 1974). Since the Morizumi model and 
the Felske and Tien model reduce to the same result when 
/3 ~ 0% this comparison provides an evaluation of the discretiza- 
tion code rather than the modeling of the band structure. After 
some preliminary grid refinement studies, space and direction 
were divided into 20 layers and 20 solid angles, respectively. 
The number of spectral divisions was varied from 20 to 100. 
The wall fluxes evaluated using 100 spectral divisions were 
found to be only 0.4 percent different from the heat fluxes 
obtained using 50 spectral divisions, so 50 spectral divisions 
were fixed on for the comparisons. (Twenty spectral divisions, 
on the other hand, was found to be too course to give a reason- 
ably accurate answer.) The nondimensional heat fluxes obtained 
(based on the band having a ~ value corresponding to the 2.7 
,am band of water vapor at 1000 K) are plotted as circles in 
Fig. 5; the curve is a plot of the analytical result. The present 
method agrees with analytical results to within a maximum 
relative error of 1.7 percent. 

The second and third examples were chosen to match exam- 
ples analyzed by Denison and Webb (1993a, b) using the line- 
by-line method. In the second (problem initially posed by Kim 
et al., 1991 ), pure water vapor at one atmosphere pressure and 
1000 K was the gas, and all of its bands (rotational, 6.3 ,am, 
2.7 ,am, 1.87 ,am, and 1.38 ,am) were considered, with L being 
either 10 cm or 100 cm. Volume and direction were discretized 
into 45 layers and 16 solid angles, respectively, and the number 
of spectral discretizations was 200 divisions for each band con- 
sidered. As advised by Edwards and Balakrishnan (1973), the 
normally recommended values of ol, w, and/3 (Siegel and How- 
ell, 1992; Modest, 1992) were adjusted according to a certain 
routine. (The normally recommended values are consistent only 
with the piecewise continuous fit of Edwards and Menard.) The 
adjusting routine corrects both oL and oo by a factor (A/A~), 
this correction factor being a graphed function of/3 and 7-, 
which makes it path length dependent. On the other hand, a 
universally constant value for A/A o of 1.2 may also be used 
with some success (Modak, 1979; Lee et al., 1994; Lee, 1995). 
For the major bands in the present problem, the values of/3 
and m all fell within the log-root region of Edwards and Balak- 

Table 1 Constants for the fitted reordered absorption coefficient distribution given by Eq. (14), for -2 .5  _< 
Iogl0.B ~ 0 

8 

b 

c 

d 

o 

f 

g 

h i 

i 

J 
k 

Coeflicient I 
1111=-2.5 ~112=-2.25 Iit3=-2 ~4 =- ~s~-l.5 Ve=-l.25 ~1/7=-I Ve=-0.75 ~9=-0.5 V1o=-0.25 ~llll=0 

1.75 

-6,98754 -6.41693 -5.97803 -5.47208 -4.91181 -4.36726 -3.974 -3.50335 -3.08529 -2,75864 -2.45351 

-3.23214 -3.27462 -1.59172 -3.50185 -3.44405 -3,49680 -1.797 -1.63067 -1.44859 -1.26651 -0.28807 

;0.80036 -0,86167 -0.11053 -0.93708 -0.98044 -1.05998 0 0 0 0 0.16831 

-0.13066 -0,15358 -0.09045 -0.14765 -0,15789 -0.15925 0 0 0 0 -0.10754 

-0.003939 -0.00484 -0.00503 -0.00450 -0.00495 -0.00502 0 0 0 0 -0.01036 

0 0 0 0 0 0 0 0 0 0 -0.00026 

0.060496 0.06850 -0.15429 0.10279 0.11474 0,15336 -0.026 -0,28301 -0.30348 -0,32217 -0.72571 

-0,015268 -0,01230 -0.00645 -0,01573 -0.01749 -0,02905 0.0010 0.00044 -0,00051 -0.00149 0.2038 

-0.011013 -0,01375 -0.01244 -0.01454 -0.01695 -0,01863 0 0 0 0 -0.01181 

-0.000391 -0.00051 -0.00068 -0.00053 -0.00064 -0,0007'1 0 0 0 0 ~ -0.00245 

0 0 0 0 0 0 0 0 0 0 ~ -0.00008 
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rishnan's graph, so the mean value of A/AQ in this region, 
namely A/A o = 1.26, was used. 

The negative of the divergence of the radiative heat flux 
vector, - dqr/dx, obtained by this model is plotted as a function 
of nondimensional distance x/L across the layer in Figs. 
6(a)and 6(b).  Shown on the same graphs are the line-by-line 
solutions of Denison and Webb (1993a). The distribution of 
-dqr/dx for L = 100 cm agrees very closely with the results 
of Denison and Webb (1993a), and both methods gave a wall 
heat flux of qw = 28.7 kW/m 2. For the plate spacing L = 10 
cm, the present results are about 10 percent higher than the 
line-by-line results in the central region, and the predicted wall 
heat flux was 13.5 kW/m 2, which is 0.7 percent lower than the 
value of 13.6 obtained by Denison and Webb (1993a). Each 
prediction required about 300 CPU seconds on the SUN SPARC 
workstation. 

In the third example, the gas, a mixture of 20 percent water 
vapor and 80 percent air, was at 1500 K and one atmosphere 
pressure, and the plate spacing L was 2 m. The computational 
grid had 20 layers, 20 directions, and 200 spectral divisions for 
each band of the five bands. The values of/3 and ~- for the 
major bands were again found to fall within the log-root region 
of Edwards and Balakrishnan's graph, so a value of 1.26 for 
the correction factor A/AQ was again used. Figure 6(c) com- 
pares the results with the line-by-line solutions of Denison and 
Webb (1993b). The plot of -dqr /dx agrees well with Denison 
and Webb's predictions, except near the walls where the present 
method gives a slightly higher divergence. The predicted wall 
heat flux q,v was calculated to be 75.3 kW/m 2, which was 6 
percent higher than the value of 71.0 kW/m 2 predicted by Deni- 
son and Webb (1993b). The total CPU requirement for this 
example was about 200 seconds. 
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Fig. 6 Comparison of the present heat flux divergence results with the 
line-by-line solutions of Denison and Webb (1993a, b) 

Conc lud ing  Remarks  
A promising nongray gas model for predicting gaseous radia- 

tion calculations has been presented. The model resolves the 
complex line structure of the absorption coefficient for isother- 
mal and homogeneous media and transforms it into a smooth 
reordered distribution. The reordered profile can then be approx- 
imated by a set of stepwise gray coefficients suitable for engi- 
neering radiant heat transfer application. 

The Laplace inversion theory was used in the process to 
Obtain the reordered spectral absorption coefficient distribution 
and the resulting reordered profiles were plotted. Fitted func- 
tions for the reordered absorption spectra for the practical range 
of/3 of interest were presented. The method was applied to 
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Fig.  5 N o n d i m e n s i o n a l  r a d i a t i v e  wa l l  h e a t  f lux  f o r  t h e  u n i f o r m  t e m p e r a -  
t u r e  p ro f i l e  w i th  v a r y i n g  o p t i c a l  t h i c k n e s s  fo r  t h e  w e a l - l i n e  l imit  (/J ~ ~ )  

simple examples and compared to line-by-line solutions for the 
wall heat fluxes and the radiative heat flux divergence. 

It was found that 50 or more spectral divisions were required 
to model the complex band behavior adequately. With this spec- 
tral discretization, good agreement was observed with the 
benchmark solutions. Reasonable computational effort was re- 
quired in the present numerical simulation. 

Although the present method requires 50 to 200 solutions of 
the RTE, this is much more economical than a line-by-line 
solution. Still, the computation requirements for the current 
method are excessive for engineering application. The method 
does, however, provide a platform from which simplified mod- 
els can be developed. In addition, it permits the effect of soot 
and an approximate treatment of band overlap to be included. 
It can also be used for gases where band parameters are avail- 
able, even though line-by-line information is not available. 
Work is being done to extend the reordered distributions to 
handle nonisothermal and nonhomogeneous cases. 
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A P P E N D I X  

I n t e r p o l a t i o n  A l g o r i t h m  for  a ~  

The objective is to obtain a~ for a given 0 (or ~*, since 0 = 
in ~*) using Eq. (14 ) .  The constants a to k in this equation 
depend on ~b (or /3 since ~ = logl0/3), and are tabulated in 
Table 1 for ~bl, ~0z . . . . .  ~011. 

If the value ~b of interest corresponds to one of the tabulated 
values, the constants from the corresponding column in Table 
1 are used in Eq. (14 ) ,  and this equation is evaluated at the 
required 0. 

If ~b does not correspond to one of the tabulated q?s in Table 
1, a~  is found from Eq. (14 ) ,  at the required 0, for each ~ in 
Table 1. For ~b~, ~b2 . . . . .  ~011, these values are denoted by 
a~,l, a~.2 . . . . .  a~ , , .  Now a spline interpolation (e.g.,  Flannery 
et al., 1986) ,  uses these values to obtain a~ at the required ~b. 
For clarity, this interpolation algorithm is provided in detail. 

The coefficients tcj in the spline equation are given by 

Kj_i + 2t 9 + Kj+ 1 = 96(a~j_t  - 2a~j + a ~ j + l ) ,  

for j = 2  . . . . .  10 (15a) 

x j =  0, for j = 1 and 11 (15b) 

These equations are solved for Kj ( j  = 1 . . . . .  11 ) using a 
tridiagonal solver. The interval in which ~b lies is, say, ~ _< 
-< ~/,i+t (e.g., if  ~b = -2 .3 ,  i = 1; and if ~b = -1 .1 ,  i = 6). The 
desired a~ is found by evaluating the spline equation for this 
interval at ~b, as follows: 

a~ = Aa~,i + (1 - A)a~,i+l + BKi + CKi+l (16) 

where A, B, and C are given, respectively, by 

1 (~bi+| - ~ ) ,  B = 1 (A 3 _ A ) ,  
A = ~  9--6 

1 (3A2 _ A3 _ 2A) and C = 9-6 
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Monte Carlo Simulation of 
Radiation in Gases With a 
Narrow-Band Model and a 
Net-Exchange Formulation 
The Monte Carlo method is used for simulation of radiative heat transfers in nongray 
gases. The proposed procedure is based on a Net-Exchange Formulation (NEF). 
Such a formulation provides an efficient way of systematically fulfilling the reciprocity 
principle, which avoids" some of  the major problems usually associated with the 
Monte Carlo method: Numerical efficiency becomes independent of optical thickness, 
strongly nonuniform grid sizes can be used with no increase in computation time, 
and configurations with small temperature differences can be addressed with very 
good accuracy. The Exchange Monte Carlo Method (EMCM) is detailed for a one- 
dimensional slab with diffusely or specularly reflecting surfaces. 

I Introduction 

While the role of infrared exchanges in gases is well known 
for very large (atmospheric) or very hot (combustion) systems, 
its importance in small, nearly isothermal systems at moderate 
temperature is much less advertised. And yet, several experi- 
mental investigations concerning natural convection in dwelling 
rooms using various configurations including highly reflective 
walls seem to indicate a coupling between radiative processes 
and fluid flow (Yguel, 1988; Palenzuela, 1992; Fournier, 1994). 
Thus, the present study was devoted to the development of a 
sufficiently precise method for radiation exchange computations 
within nearly isothermal cavities at moderate temperature, filled 
with an air/water vapor/carbon dioxide mixture, and having 
possibly reflecting walls. 

Numerical simulations of radiative heat transfer in gases orig- 
inated mainly in meteorology and astrophysics research (Goody 
and Yung, 1989) as well as in engineering heat transfer research 
for high-temperature systems (Ludwig et al., 1973). These ef- 
forts concerned the development of gas radiation models and 
their implementation in complete radiation heat transfer simula- 
tions through the integration of the radiative transfer equation. 
Nowadays the use of "exact"  line-by-line models remains un- 
feasible for complex systems; most authors make use of accurate 
band models like the narrow band statistical model (NBSM) 
proposed by Malkmus in 1967. This type of model leads to 
specific difficulties, when solving the radiative transfer equa- 
tion, due to spectral correlations, within each band, between 
intensity and gas transmittance. We will not enter in a detailed 
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description of this phenomenon which is extensively discussed 
in the literature. The main points are: 

(i)  whatever intrinsic precision band models may reach, 
final results can be very inaccurate if correlations are 
ignored; 

(ii) specific solutions have been proposed for black wall 
enclosures (for example, Zhang et al., 1988) but the 
problem remains open when surface reflections occur 
(Menart et al., 1993; Menart and Lee, 1993). 

One of the best available solutions to this complex problem 
seems to be the use of the Monte Carlo method (MCM). Some 
care is required for emission/absorption correlations but solu- 
tions are available (Modest, 1992). For details about the use 
of the MCM with a NBSM one may also refer to Cherkaoui et al. 
(1992) and Liu and Tiwari (1993, 1994). Two well-advertised 
disadvantages of the MCM are the difficulty in coping with 
strongly nonuniform grids and the drastic increase of computa- 
tion times with increasing optical thickness (Howell, 1988; 
Siegel and Howell, 1992). A third difficulty appears, specific 
to nearly isothermal systems: Radiation energy balances are 
very small compared to emitted and absorbed energies; a 1 
percent uncertainty on the computed absorbed and emitted ener- 
gies may lead to more than 100 percent error on the radiation 
balance of a given cell. Such configurations would demand 
extremely accurate computations, that is to say extremely large 
numbers of rays to follow, and hence prohibitive computer run 
times. Many efforts are being made in trying to improve the 
MCM: biasing techniques (Martin and Pomraning, 1990), re- 
verse MCM (Waiters and Buckius, 1992), and hybrid methods 
(Vercammen and Froment, 1980; Farmer and Howell, 1994). 
These different approaches represent good tools for specific 
problems, but it can be a subtle task to choose among all avail- 
able MCM improvements or to try to make use of several tech- 
niques simultaneously when required. 
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We started from the following statement: Most of  the afore- 
mentioned difficulties seem to be related to the violation of the 
reciprocity principle (this is particularly obvious for the prob- 
lem of strong grid size differences). We therefore aimed at 
the development of  a MCM that would intrinsically fulfill this 
principle. The approach used is entirely based on the concept 
of  radiative exchange. The analogy to the physical processes is 
kept but emission and absorption mechanisms are considered 
simultaneously. In the standard MCM, when a ray between two 
points A and B is defined, it is used for the transport of  energy 
from A to B. In the present method, the same ray will be used 
for the radiative exchange between A and B. This means that 
radiative transports from A to B and from B to A are not 
dissociated. This is achieved through the development of the 
net-exchange formulation (NEF)  described in Sec. II in the case 
of monodimensional configurations with black surfaces. Section 
III shows how the MCM can be efficiently applied on the basis 
of  such a formulation. The extension to reflective surfaces and 
some validation tests are the subject of  Sec. IV. Simulation 
results are presented in Sec. V. 

II Net-Exchange Formulation (NEF) 
The starting point is a formulation very similar to that pro- 

posed by Green (1967) for monochromatic radiative exchanges 
and extended by Joseph and Bursztyn (1976) for narrow-band 
models. These authors were concerned with the simulation of 
radiative heat transfers in stratified planetary atmospheres. The 
present formulation has some common features with the zone 
formulation (Hottel and Sarofim, 1967), the main difference 
being that the assumption of  isothermal cells is dropped. 

(a)  Monochromatic Formulation. We consider here an 
infinite volume of gas at uniform pressure P confined between 
two parallel black plates. Plate 1 (at S(1)  = 0 coordinate) is 
at temperature 0 ' (  1 ) and plate 2 (S(2)  = D)  is at temperature 

0 ' ( 2 ) .  As this configuration is one dimensional, we will only 
make use of  fluxes and net fluxes per unit surface. The optical 
depth 7 , (x ,  x ' )  between x and x '  is defined as 

Tu(X, X') = fx' Pa(X"_....._.___) k~,( x")dx" (1) 
dx Po 

The net-exchange rate (NER)  between two elementary gas lay- 
ers at the x and x '  coordinates is defined as the radiative flux 
emitted at x '  and absorbed at x minus the radiative flux emitted 
at x and absorbed at x ' .  For a monochromatic radiation this 
NER can be written as (Green, 1967; Joseph and Bursztyn, 
1976) 

a ~ ' ( x ,  x') 
0x0x '  

7r[B,(x ' )  B , (x ) ]  [ ~,(x,  x ' ) ]  

a ~ ( x  ', x) 
Ox'Ox 

(2) 

where ~ ( x ,  x ' )  is the monochromatic slab transmittance 

1 

g.(x,  x ' )  = 2 # e x p ( - r . ( x ,  x ' ) / # ) d #  (3) 

Similar expressions can be derived for the NER between surface 
m and an elementary gas layer at x: 

O ~ ( x ,  m) 

ax 
- 7r[B~(m) - B~(x)] ~x [~,7~(S(m), x)]  

a~oT~'(m, x) 
Ox 

(4) 

N o m e n c l a t u r e  

/~( 

p( 

q( 

.,/1 = integral to estimate 
B = black body intensity, W /  

(m 2" sr .  cm -~); B(x)  is the 
black body intensity at temper- 
ature O(x), and B*(m) is the 
black body intensity for the 
surface temperature O~(m) 

D = distance between the two sur- 
faces, m 

~0 = integration spatial domain 
) = narrow band average transmis- 

sion function 
k, = monochromatic absorption co- 

efficient, m -I 
= narrow band average absorp- 

tion coefficient, m -1 
l = narrow band index 

m = surface index 
N = number of  realizations 

Na = number of  gas layers 
Ni, = number of narrow bands 

) = partial pressure of the gas 
absorber 

Po = standard pressure = 1 atm 
) = probability 
) = abscissa probability density 

function 
) = direction cosine probability 

density function 
r = number of reflections 

S( ) = surface abscissa, m 
T( ) = Malkmus transmission function 

= slab transmittance 
u = effective path length, m 

w, W = statistical weights 
x, x '  = coordinate 

Xi = abscissa of  separation between 
gas layers (i - 1) and (i) ,  m 

2 i  = abscissa of  layer ( i)  center, m 
A X  = gas layer thickness, m 
A u  = wavenumber interval, cm -I 

u = wavenumber, cm-I  
e = surface emissivity 
p = surface reflectivity 
/.z = cosine of  cone angle (measured 

from normal of  surface) 
e9 = shape parameter for the Malk- 

mus model 
¢ ( i ,  j )  = energy net-exchange rate be- 

tween (i) and ( j ) ,  defined as 
the rate at which energy is 
emitted at ( j )  and absorbed at 
( i)  minus the rate at which en- 
ergy is emitted at (i)  and ab- 
sorbed at ( j )  

~p(i) = radiation budget of  layer ( i ) ,  W 
per unit of reference area, 
W . m - a  

0 = temperature, K 
r~ = monochromatic optical depth, m 

y = optical path index 
Xi = rough estimate of  ~l 

= overestimate of the truncation 
error 

~( ) = standard deviation 

Superscripts 
( )1 = average for narrow band l; 1 

index is omitted when 
irrelevant 

g = gas layers 
gg = exchange between two gas 

layers 
gs or sg = exchange between a gas layer 

and an opaque surface 
s = opaque surface 

ss = exchange between two opaque 
surfaces 

= average according to the 
chosen pdf 

Abbreviations 
A M C M  = Analogue Monte Carlo 

Method 
E M C M  = Exchange Monte Carlo 

Method 
MCM = Monte Carlo Method 

NEF = Net-Exchange Formulation 
NER = Net-Exchange Rate 

pdf = probability density function 
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and between the two surfaces 

~ ( 1 ,  2) = 7r[B~(2) - B~(1)] .7,( S(1) ,  S(2))  

= -~9;s(2, 1) (5) 

Local radiation balances may be expressed using partial ex- 
changes. The resulting expression for the net inflow at x of 
monochromatic radiant energy per unit volume is: 

O0~(x) _ o OZtp~g(x, x ' )  dx' + (6) 
Ox Ox Ox' ,,,: ~ Ox 

We shall use a term commonly used in the literature of atmo- 
spheric sciences: "radiation budget" is used instead of "radia- 
tion net flux" to avoid confusion between "net rates" and "net- 
exchange rates." Similarly, the surface radiation budget at S( 1 ) 
is: 

f l  9 otpy(I '  + ~07(1, 2) X )  

~ 0 ~ ( 1 )  = Ox dx (7) 

(b)  Spectral Integration. The preceding expressions can 
be integrated over a spectral interval of width Au. If the interval 
is narrow enough, the black body intensity can be assumed 
uniform. Integration of Eq. (2) gives, for instance, 

02Egg(x,  X ' )  1 f Ozqt~g(x, x ' )  du 
OxOx' Au  d ~  OxOx' 

= rr[B(x ' )  - /7(x)] ~ 7~(x, x ' ) d u  (8) 

Inverting the frequency and angular integration (see Eq. (3))  
leads to the following expression: 

27 x' I 02~g~(X'oxOx' x ' )  _ 7r[B(x') - B(x) l  - -  0 0T0x ~ '  (x, ) (9) 

with 

and 

•0 
1 

~(x,  x ' )  = 2 #F(x,  x ' ,  #)d# (10) 

1 L F(x,  x' ,  #) = ~uu e x p ( - % ( x ,  x ' ) / # ) d u  (11) 
v 

and F are respectively defined as the spectral average slab 
transmittance and the spectral average transmission function. 
Integration over the whole spectrum is obtained by adding the 
contributions of the Nb narrow bands: 

N o 
o~¢~(x, x ' )  _ ~ a ~ g ( x ,  x') A~,, (12) 

Ox Ox' ~= ~ Ox Ox' 

Averaging Eqs. (4) and (5) gives two very similar expressions 
for gas-surface and surface-surface exchanges. Up to this 
point, the only assumption made is the spectral independence 
of the black body intensity within a narrow band. It allows 
preserving the antisymmetry in (x, x ' )  of the spectrally inte- 
grated NER. Various narrow-band models may be used to ap- 
proximate the average transmission function. Considering the 
initial application field of the present work (building thermal 
analysis) the Malkmus NBSM was retained with the assumption 
of uniform gas radiative properties 

if(x, x ' ,  #) = T(u(x ,  x ' ,  ~)) (13) 

where u is the effective path length and T is the Malkmus 
transmission function 

ff ' P,(x")dxP, 
u(x,  x ' ,  #) = PoP 

(14) 

T(u) = exp{-dp[(1  + 2ku/~)  '/2 - 1]} (15) 

(c) Discrctization. The volume of gas is divided in Na 
layers of thicknesses AXe. We want to emphasize that the layers 
are not assumed isothermal; the internal temperature profiles 
are accounted for, without restriction. If we consider the ith gas 
layer, between the X~ and X~+~ abscissae, and the j th  gas layer, 
between Xj and Xj+~, Eq. (9) can be integrated in x and x '  to 
give the average NER between layers i and j :  

£x,+, fxj+] dx,  02~jgg(x ,x ,  ) 
~t gg ( i, j ) = dx 

x~ xj Ox Ox ' 

;+f? = dx dx'~-[/7(x') - g(x)] 
Xi 

02 [~(x, x')] (16) 
X OxOx------- 7 

Equivalent expressions can be derived for the NER ~ ~*(i, m) 
between layer i and surface m and ~ ,s( 1, 2) between surfaces 
1 and 2. The average radiation budget for the ith layer is: 

N, 2 
~g(i)  = ~ ~gg( i , j )  + ~ ~g~(i ,m) (17) 

j = 1 m = 1 

and for surface 1, it is expressed as 
% 

~'~(1) = Y, gp*u(1, i) + t~ss(1, 2) (18) 
i - I  

III The Monte Carlo Numerical Scheme 
Radiative transfer specialists commonly refer to the MCM 

as a method for numerical simulation of a stochastic process: 
by invoking a probabilistic model of the radiative exchange 
process and also applying Monte Carlo sampling techniques, it 
is possible to choose a semi-macroscopic approach, and avoid 
many of the difficulties inherent in the averaging process of 
the usual integral equation formulations (Howell, 1968). The 
aforementioned probabilistic model is usually designed in strict 
analogy with the physical processes of photon emission, trans- 
mission and absorption: We will refer to such methods as Ana- 
logue Monte Carlo Methods (AMCM).  

The present approach is significantly different. We make use 
of the MCM for numerical computation of multidimensional 
integrals (Press et al., 1992). No physical probabilistic model 
is required. An integral formulation is chosen (NEF) and a 
statistical method (MCM) is used to compute integrals. A major 
feature of such a method is that the sampling laws could be 
chosen arbitrarily and do not have to match any physical prop- 
erty. 

(a)  Principle. The Monte Carlo procedure for numerical 

estimation of an integral d = f;, f(O)d~ is the following: 

(i)  A probability density function p(O) is chosen arbi- 
trarily on '1) with the only constraint that it must be 
nonzero on °1). 

(ii) The associated weighting function is defined as 

w(O) = f(O)/p(~)  (19) 

(iii) N values of 0 are generated randomly according to 
p(0)  and for each value the corresponding weighting 
factor w is computed. The average value (W)N and 
variance cry(w) of these N realizations of the variable 
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w(O) are then computed. (w)N and o-2(w) themselves 
are random variables. 

(iv) J:~ = (W)N is an estimate of integral A. The expectation 
of .)1 is /1. An estimate of the standard deviation of 
,)) (henceforth named "statistical error")  is ~(~,~1) = 
N - ° 5  ~ N( w ) . 

When computing sums instead of integrals, the preceding 
procedure is valid if replacing pdf ' s  with discrete probabilities. 

The key point of this method is the choice of probabilities 
and pdf. Again, this choice is a priori totally arbitrary. However, 
an improper choice of probabilities may lead, for a prescribed 
precision, to an extremely large sampling size. Obviously, the 
criterion is the variance of w(0). Thus one should choose 
p (~) such that the variations of f (  ~ ) /p (~) are minimal, keeping 
in mind that the random generation according to p(O) must be 
feasible and computationally efficient. Probabilities may also 
be chosen to match physical properties (like the Lambert law 
for surface emission angles). This may lead to an increase of 
computational costs but provides the developer with a useful 
physical insight into the numerical procedure. 

(b)  Probability Functions. The MCM is applied to com- 
pute the multidimensional integrals that appear in the NEF. In 
this formulation, independent expressions correspond to the 
NER for each pair of cells. It is therefore natural (although 
not necessary) to preserve this independence in the numerical 
scheme. We detail hereafter the probability functions retained 
for the MCM integration of the NER between two gas layers. 

The total NER between the ith and the j th  gas layers is 
defined from Eqs. (9),  (12), and (16): 

~ J g g (  i ,  j )  

, fT,+, £,+, £, = Y~ Art  dx dx'  dl.tfgg(l, x, x ' ,  I ~) (20) 
I= 1 Xi Xj 

with 

f ig( l ,  x, x' ,  #) 

-- g(x)]2# 0~ [ = 7r[Bt(x') - OxOx------ 7 [ ~ ( u ( x ,  x ' ,  #))]  (21) 

Thus the total NER computation involves one discrete sum, 
one integral over angles, and two integrals over the x and x '  
coordinates. According to the general procedure presented in 
the preceding paragraph, we need to define probabilities for 
each of these quantities. The associated weighting function will 
then be (Eq. (19)):  

gg fgg(1, x, x ' ,  i.z) 
w o (/,  x, x ' ,  #) = (22) 

'1'( l)p~ (x )pA x '  ) q (#) 

Uniform densities are used for positions within layers i and j 
and the pdf of the direction cosine # corresponds to an isotropic 
emission (Table 1). 

In order to determine discrete probabilities for spectral bands, 
we tried to estimate roughly the NER ~ ~g(i, j )  between i and 
j on each band I. This renders it possible to favor bands on 
which most of the radiative exchanges occur. If the pdf chosen 
for x, x ' ,  and # are meaningful, one can simply state that if g, 
• ', and/2 are the average values of x, x ' ,  and # according to 
pz(x) ,  p i ( x ' ) ,  and q(#) ,  respectively, then a rough estimate 

gg • • gg • . 
XI ( t , J )  o f ~ t  ( l , J ) i s :  

gg . fgg ( l, Y, 2' ,  p )  
X, ( t , j ) =  (23) 

P,( g)pj( g ' ) q ( p  ) 

Therefore the following probability is chosen for the/th spectral 
band: 

~/'(l) = N,, (24) 

Ixkl 
k = l  

To avoid problems when O(g) = O(g'),  the black body intensity 
differences that appears in Eq. (24) are replaced by their deriva- 
tives relative to temperature. Similar developments are required 
for gas-surface and surface-surface exchanges (Table 1). 

It is worth mentioning that the distance traveled between 
emission and absorption points does not appear as a variable to 
be randomly generated. Two locations are generated indepen- 
dently within the two cells considered from which the "ex- 
change distance" is simply computed. 

(c) Implementation. The quantities to be numerically es- 
timated are the NER for each pair of cells. The radiation budget 
of each cell is obtained by summing the NER between the cell 
considered and all other cells in the system (Eqs. (17, 18)). 
The code (see Fig. 1) contains therefore (Na + 2)(Na + 1)/2 
independent Monte Carlo computa t ions l the  NER between a 
cell and itself being zero per definition. 

The estimation of each ~b(i, j )  requires the Monte Carlo 
computation of an n-dimensional integral: n = 4 in case of two 
gas layers (~ = (x, x ' ,  #, 1)), n = 3 in case of a gas layer and 
a surface (~ = (x, #, l))  and n = 2 in case of two surfaces 
(~ = (#, 1)). The algorithm, following strictly the scheme de- 
tailed in Sec. I I I (a) ,  involves: (i)  random generation of N 
realizations of the vector ~ according to p (x), p (x ' ) ,  q (~) and 
~P(I) (see appendix), (ii) computation of the weighting function 
w(~) (Eqs. (19) and (22)) ,  (iii) storage of the sums of all w 
and w 2. Details are given in Fig. 1 for a two gas layer case. 

Note that computing each NER separately allows specific 
optimization for each pair of cells. For instance, the statistical 
laws used for narrow-band sampling turn out to be quite differ- 
ent whether the two cells are geometrically far apart or nearly 
adjacent. 

Many pseudo-random number generators may be used. As a 
matter of fact we did use five of them, from the very low grade 
RNDM (of the multiplicative congruent type) to the very high 
quality RANLUX ("subtract-with-borrow" algorithm modified 
according to Luscher, 1994), both implemented in the CERN 
program library (James, 1994). The results on which compari- 
sons were made appeared compatible within statistical errors. 
This insensitivity is a strong argument for considering the pres- 
ent method as a good unbiased reference method. 

IV O n e - D i m e n s i o n a l  Slab W i t h  Reflect ive  Surfaces  

It is well known that narrow band models become difficult 
to handle (because of correlation effects) as soon as multiple 
reflections can play-a significant part in the total heat transfer. 
As mentioned above, the NEF is not affected by correlation 
effects; therefore, the EMCM is quite efficient for such configu- 
rations. An outline of the method is presented, in the case of 
gas-surface exchanges with specular reflections. A detailed ac- 
count is given in a forthcoming technical note (Cherkaoui, 
1996). 

(a)  Formulation. The NER between gas layer i and sur- 
face m in a narrow band ! can be split into an infinite sum of 
NER via 0, 1, 2 . . .  r . . . .  reflections: 

- -  g s  . @~ (z, m) : ~', tp~s*(i, m; r) (25) 
r = 0  

In the case of specular reflections, t-p gs. can be written as 

f~,+ i fo 1 ~b~**(i, m; r) = dx d# hg'~(1, x, m, #, r) 

(26) 
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Table I Function f to be integrated and chosen pdf for surface-surface, gas-surface and gas-gas radiation 
net exchanges with black surfaces 

¢ 

¢-(~,~ ' )  

¢~' (i, m) 

Czo(i,j) 

f Vi( z ) pi(ee') q(#) ~ 

f ' ( I  . . . . .  W, ~) 
f°'(I . . . .  ',#) = ~r[~(m')-  ~(m)]  21u r,(u(S(m),S(m'),t~)) - - 2# 

~x, p~(~) q(,n) 

[ ] - -  __ O0@z, 
1 1 :..(, .... ,,.>=..,(.,>-.,(.), ~. ?,..(., . ' , .). ,  AX~ AXj t Pi(z) P~(~') q(~) 

with 

h~'(l ,  x ,  m,  #, r) 

= 7rem[B--~(m) - l ~ ( x ) 1 2 # R ( r )  ~x  [ ~ ( U ( r ) ) ]  (27 )  

w h e r e  R ( r )  is the product  o f  the  r surface  reflectivi ty and U(r )  
is the total e f fec t ive  path  length.  

~nergy NER between surfaces 
• computation of X~(1,2) for all the narrow-bands l 
• M.C. computation of ¢ ' (1 ,2 )  and its statistical error a(¢"~(1, 2)) 
• ¢"(2,1) = -¢5'(1, 2) ; a(¢"(2,1))=a(¢"(1,2))  

Bnergy NER between gaz layers and surfaces 
o loop on i = 1, Na 

o loop on m = 1,2 
* computation of X~(i, m) for all the narrow-bands 1 
• M.C. computation.of ¢9, (i, m) and its statistical error a(¢ 9' (i, m)) 
• ¢'g(m,i) = -¢z'(i ,  rn) ; ~r(¢'g(m,i)) = a(¢g'(i,m)) 

o end loop 
o end loop 

Energy NER between gaz layers 
o l o o p o n i = l , N a - 1  

o loop on j = i + 1, Nd 
• computation of X{g(i, j) for all the narrow-bands l 
• M.C. computation of ¢g9(i, j) and its statistical error a (¢~ (i, j)) 
• ¢~( j , i )  = - ¢ ~ ( i , j )  ; 0"(¢~(j,i)) = a(~p~a(i,j)) 

o end loop 
o end loop 

Radiative budgets 
o loop on m = 1,2 

2 N~ 
• ¢~(m) = E ¢ ' ( m , m ' )  + E ¢'g(m,i) 

m~=l i=1 

• ~(¢,(m)) ~ = ~ ~(¢'(m,~'))~+ ~ ~(¢'(m,~)? 
rntml i= l  

O end  loop  
o loop on i = 1,Na 

2 N~ 
• ¢g( i )= E ¢~ ' ( i ,m)+E¢~g( i , j )  

rn=l j=l 

• o'(¢g(i)) ~ = ~ o'(¢~0(i, m)) ~ + ~ o'(¢~(i,j)) ~ 
rn=l ./=1 

o end loop 

M.C. computation of Cgg(i,j) and its statistical error a(¢gg(i,j)) 
• ¢gg( i , j )=0  ; /3(i , j )=0 
o loop on c=i,N "loop on the N realizations" 

• random generation of z, x',#, I (see appendix) 
• computation of wu(l, x, x', #, ) (equation (22)) 

1 . • egg(i,j) = ¢gg(i,j) + N.wls 
• fl(i,j) = fl(i,j) + ~.[wij] 2 

o end loop 
• ~r(.C99(i,j)) = ~/fl(i,j) -[¢gg(i,j)]2/V~ 
• egg(j, i) = -egg(i, j) ; a(¢ze(j, i)) = a(¢gg (i, j)) 

Fig, 1 General EMCM algorithm and details for gas-gas NER computa- 
tions 

( b )  Probabi l i ty  Funct ions  a n d  Implementa t ion .  The  
a lgor i thm for  the computa t ion  o f  radiat ive exchanges  wi th  re- 
f lecting surfaces  is fairly s imilar  to that p resen ted  in Sec t ion  III 
for  b lack surfaces.  W e  again cons ide r  the N E R  separately for 
each  pair  o f  d iscre t ized  e lements .  For  a g iven pair  we  compu te  
the N E R  wi thout  ref lect ion and wi th  more  than one  ref lect ion 
separately.  The  te rm wi thout  ref lect ion is c o m p u t e d  wi th  the  
a lgor i thm presen ted  for black surfaces;  the only d i f fe rence  is 
that  the surface emiss iv i t ies  need  to be taken into account.  

The  te rm with  more  than one  ref lect ion is an infinite sum. 
Practically,  the ref lect ions  are cons ide red  one  after the o ther  as 
for  a ray t racking technique,  and a t runcat ion p rocedure  is de-  
f ined so that  the computa t ion  is s topped  as soon as fur ther  
ref lect ions do not  part icipate s ignif icant ly in the exchange .  The  
overes t ima te  ~ "  o f  the t runcat ion error  after r0 ref lect ions is 
chosen  such that  

ICu.'(t, x, m, ~, ro)l -> I Z h~"(1, x ,  m, #, ro)l 
r - r o + l  

(28 )  

Overes t imat ion  funct ions  are p roposed  by Cherkaoui  (1996) .  
Probabi l i ty  funct ions  are chosen  as in the black body  surfaces  
case,  excep t  for the nar row band  probabil i t ies:  The  N E R  rough 
es t imate  (Eq.  ( 2 3 ) )  is here  rep laced  wi th  

~'~* " h g S ( l ' Y ' m ' ~ ' l ) + ~ g ~ ' ( l ' 2 ' m ' ~ "  1) (29 )  
X~ ( t ,  m)  - 

p ) ( Y ) q ( ~ )  

which  is the sum o f  the N E R  for one  reflect ion and the t runca-  
t ion error  overes t ima te  for one  reflect ion at # = ~ and x = g.  
The  resul t ing p rocedure  is s u m m a r i z e d  hereafter :  

( i )  x ,  # and I are genera ted  randomly  accord ing  to p (x ) ,  
q ( # ) ,  and ~l'(l), respect ively .  

( i i )  For  each value o f  r ,  start ing f rom r = 1, we  compu te  
the t runcat ion error  (u~*(l, x ,  m, /~ ,  r )  and we keep the 
first value ro for  w h i c h  ~u"(l, x ,  m,  #, ro) is lower  than 
the required precis ion.  

(i i i)  W e  then  store the we igh t ing  factor  w ~' associa ted  wi th  
the first r0 te rms o f  h and the we igh t ing  factor  W g" 
assoc ia ted  wi th  these  first r0 te rms o f  h plus the trunca- 
t ion error: 

E hg~(l, x ,  m, #, r) 
gs r= l  

Wire(l, X, m,  /z, r0) = (30 )  
' ? (1 )p , ( x )q (# )  

W ~;~,(1, x ,  m,  #, ro) 

gs = Wire(l, X, m,  #, ro) + ~g'(l ,  Y, m,  f~, ro) (31 )  
?( l )pg(x)q( l~)  

In this way  the absolute  value o f  the radiat ion budge t  
can be  under  and ove res t ima ted  by us ing the average  

weigh ts  (w)  and (W):  

I<w)[ ~-[¢1-< l(w)l (32) 
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For pure diffusive surfaces, the same probabilities can be 
used, the only difference in the procedure being that the direc- 
tion # is not kept constant along the path. At each reflection a 
new value of/z is generated according to the Lambert angular 
distribution. The path-length U(r) takes these various angles 
into account. 

(c) Val idat ion  Tests .  Most benchmark configurations for 
gas radiative transfer are in the high-temperature field. Table 2 
contains results of high-precision EMCM simulations for con- 
figurations in which the gas is isothermal at 0 = 1000 K and 
is either pure carbon dioxide or pure water vapor at atmospheric 
pressure. In order to allow comparisons with published results, 
some simulations were held where only one spectral band is 
considered: the 3755 cm -~ band for water vapor (extending 
from 2875 cm -~ to 4250 cm -~) and the 3715 cm -~ band for 
carbon dioxide (extending from 3275 cm -~ to 3875 cm-~). 
Radiative band parameters are those published by Hartman et 
al. (1984), Soufiani et al. (1985), and Zhang et al. (1988). 
Our results are compatible (maximum 2 percent difference) 
with those published by Kim et al. ( 1991 ), Menart et al. ( 1993 ), 
Menart and Lee (1993)and Liu and Tiwari (1994). 

Various internal consistency tests were also performed. The 
first one consists simply in the simultaneous development and 
intercomparison of two independent codes, one that corresponds 
exactly to the algorithm detailed in the present paper (Cher- 
kaoui, 1993) and one that makes use of the same theoretical 
approach with a k-distribution method (Fournier, 1994). The 
second set of tests relates to the way reflections are handled. A 
double simulation is performed: one with two black surfaces, the 
other with a black surface facing a specular reflective surface 
(reflectivity p). It can be shown that, if the temperature is 
continuous at the gas/wall interface, the limit value of the volu- 
metric radiation budget at the reflective wall is 1 + p times the 
radiation budget in the two black wall case. In the special case 
p = 1 that multiplication factor is equal to two as the gas sees 
the system twice, directly and through a "mirror" reflection. 
This property is verified within statistical errors in our computa- 
tions. Finally, the numerical quality of the method was checked 
in numerous test runs with two highly reflective surfaces: Over- 
estimation of the truncation error is confirmed and convergence 
achieved without any noticeable bias even for several hundred 
reflections. 

V R e s u l t s  

The EMCM has been used for analysis of a wide range of 
nearly isothermal configurations with specular as well as diffuse 

Table 2 Surface radiation budget at the walls and volumetric radiation 
budget at center for high temperature configurations (tP = 1000 K, 0~ 
= 01 = 0") 

Gaz 0 ~ q e2 D ~ ' (1)  ¢ ' (2 )  volumetric radiative 

(g) (m) (kW.m -~) (kW.m -2) budget a t  center 

(kW.m -~) 
H20 0. 1. 1. 1. 28,094:1= 0,015 - -23,17 ~ 0.04 

0.5 24.26 ::k 0.01 - -50 .07  ::t: 0.07 

0.1 14,417 ::E 0.005 - -219.0  =t: 0.4 

0,1 1. 0.5 2.425 ± 0.004 28.00 ± 0.01 -34.40 =1:0.06 

I-I20 500. 0.5 0.5 1. 4.700 ::t= 0.004 - -4 .917  :::i= 0,012 

10 -1 2.473 ::1:0,002 - -43 .08  ± 0 2 8  

(3755cm-1 10 -2 0.6594 =1= 0.0004 - -130 .0  ± 0.2 

bande 0.1 0.1 1. 1,160:t:0.002 - - 1 . 4 1 0 ± 0 . 0 0 5  

only) 10 -1 0.7755 ± 0.0007 -14 ,08  ± 0.04 

10 -2 0.3448 =k 0,0003 -68 .17  =k 0.15 

COy 500. 0.5 0.5 1. 1.709=t=0,002 - 1 . 2 7 8 ± 0 . 0 0 4  

10 - t  1.094 ± 0.001 -18.05 ± 0.04 

(3715crn -~ 10 -~ 0.3379 ± 0.0002 -60.09 ± 0,11 

bande 0.1 0.1 1. 1.278± 0.004 - -0 .3395 ± 0.0018 

only) 10 -a 18,05 ~: 0,04 - -5 .175 ± 0.017 

i i 10 -~ 66 .09±0.11 - -31 .48  =k 0.08 

10 6 
10 5 
10 4 
10 3 
10 2 

10 

1.1 
10 2 
10 

i i . . . . . . . . . . .  . . . . . . . . . . . . . .  . . . . . .  ..... 

"" i KX 51 ! !ii !Pi, !rKkl iii iii x2  iiKk ili i 

10. 6 165 10 .4 163 10. 2 16 ~ 1 
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Fig. 2 CPU time (with RNDM as random generator, on a 40 MFIops 
workstation HP-735) versus carbon dioxide partial pressure for AMCM 
and EMCM. Bundle numbers are tuned to get a statistical error lower 
than 5 percent on radiation budgets 15 cm off the surfaces. Both surfaces 
are black (~1 = ~2 = 1); temperature profile is linear from 295 K at ${1 ) 
= 0 to 305 K at S(2) = 1 m; the gas medium is regularly discretizad into 
10 layers. 

surfaces (Cherkaoui, 1993). Figures 2 and 3 are meant to illus- 
trate the gain over AMCM. 

1 Computations are a few orders of magnitude faster and 
numerical efficiency is little dependent on the system optical 
thickness: Figure 2 displays computation times for simulation 
of a one meter slab with black surfaces. The gas is at atmo- 
spheric pressure and consists of carbon dioxide mixed with a 
nonabsorbing gas composed of 79 percent nitrogen and 21 per- 
cent oxygen. The temperature profile is linear from the cold 
surface temperature (0"(1) = 295 K at S(1) = 0) to the hot 
one (0 ' (2)  = 305 K at S(2) = D = 1 m). EMCM computation 
times are compared with those required by the AMCM code 
previously detailed by Cherkaoui et al. with and without center- 
ing. In this centering technique, computed fluxes are offset by 
corresponding fluxes in the isothermal case (Cherkaoui et al., 
1992). The numbers of bundles are tuned in order to obtain a 
5 percent precision: typically several hundreds per cell pair. 
These results confirm those of Liu and Tiwari (1994) illustrat- 
ing the fact that the MCM can be computationally efficient for 
the simulation of gas radiative heat transfer. The EMCM allows 
us to go further in two ways: Computations are at least two 
orders of magnitude faster and the method remains operational 
for optically thick systems. Notice that the present approach 
accounts for nonuniform temperature profiles within each gas 
layer. Of course any further simplifying assumption (isothermal 
layers, uncorrelated reflections . . . .  ) would reduce the compu- 
tational costs. 

2 Strongly nonuniform discretizations introduce no specific 
convergence difficulties: Figure 3 displays volumetric radia- 
tion budgets in the pure carbon dioxide case with various surface 
emissivities. A strongly varied discretization is used in order to 
allow an accurate simulation of the large radiation budget gradi- 
ents at the walls: 20 layers with sizes ranging from 5 mm to 
10 cm and two zero thickness layers enabling the computation 
of the limit value of the radiation budget at the boundaries. 
These profiles are typical examples of convergence qualities that 
would not be achievable with a standard AMCM at acceptable 
computational costs. 
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Fig. 3 Vo lumet r ic  radiat ion budge t  for  pure  CO2 (Peo= = 1 a tm)  wi th a 

l inear t e m p e r a t u r e  profi le varying f rom 2 9 5  K at  S(1  ) - 0 to  3 0 5  K at  S ( 2 )  
= 1 m.  The  di f fuse s u r f a c e  emissivi t ies are: e~ = e2 = 1; e~ = e= = 0.1; e~ 
= 0, ~2 = 1. 
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A P P E N D I X  

S a m p l i n g  Procedures  

The cumulative distributions of the statistical laws introduced 
in the present text can be inverted analytically. Therefore, sam- 
piing procedures can be derived on the basis of the simple 
relation: 

A = g - ' ( R )  (33) 

where R is a random variable distributed uniformly in the unit 
interval and g is the cumulative distribution function of the 
random variable A to be sampled. We give hereafter the corre- 
sponding relations for abscissae (x or x')  and direction cosine 
(~). Sampling of x (Table 1): 

x = Xi + A X i R x  (34) 

Sampling of # for isotropic angular distribution (Table 1): 

/.z = R~ (35) 

Sampling of # for Lambert angular distribution: 

# = " ~  (36) 

For the random generation of a spectral band according to the set 
of discrete probabilities '/'(1), ~P(2) . . .  '#(Nb), Rl is generated 
uniformly in the unit interval and I is chosen as the solution of 
the following double inequality: 

l--[ l 

~P(k) < R, -< E ~P(k) (37) 
k=l k=l 
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Quartz-Fiber Thermal Insulation: 
Infrared Radiative Properties 
and Calculation of Radiative- 
Conductive Heat Transfer 
Calculations of absorption, transport scattering, and radiation diffusion coefficients" 

for a highly porous material of quartz fibers are performed by use of rigorous 
scattering theory for arbitrarily oriented cylinders. New results" concerning resonance 
absorption in the semitransparency region and intensive "scattering by absorption" 
at refractive index n ~ l in the opacity region are obtained. Numerical results for 
the radiation diffusion coefficient from a theoretical model without taking into account 
both dependent scattering and interference effects are in a good agreement with the 
experimental data for isotropic fbrous material of density 144 kg/m s. Calculations 
allow us to give practical proposals to simplify the determination of  optical properties 
of polydisperse material with randomly oriented fibers. Some results on the radiative- 
conductive heat transfer in the material considered are presented. The radiation 
transfer is described in the P i approximation. A two-band spectral model with bands' 
corresponding to semitransparency and opacity regions is proposed. Applicability of 
a modified radiative conduction approximation both to transient and to steady-state 
calculations is discussed. 

Introduction 

To construct new highly porous fibrous materials for heat 
shielding, one needs effective methods of determining their 
spectral radiative properties. Experimental investigations in a 
wide spectral range at strong variations of the absorption coef- 
ficient are very difficult. For this reason, an appropriate theoreti- 
cal description of the radiative properties is of great importance. 

The traditional method of calculating the radiative properties 
for rarefied disperse systems of randomly placed spherical parti- 
cles is based on the assumption of independent interaction of 
the radiation with individual particles. In this case, the particle 
properties may be calculated by the Mie theory following Boh- 
ren and Huffman (1983) when the radiative properties of the 
elementary volume are additive and do not depend On particle 
positions. 

An analogous method is employed in theoretical models of 
the optical properties of highly porous fibrous materials. It is 
sufficient to remember the papers of Tong and Tien (1980, 
1983), Houston and Korpela (1982), Wang and Tien (1983), 
Lee ( 1986, 1988, 1990a), and Jeandel et al. (1993). Dependent 
scattering and interference effects, which take place in dense 
regular structures (Lee, 1992b), are not taken into account. At 
the same time, applicability of the Mie theory and the radiation 
transfer theory for comparably dense fibrous materials is not 
obvious due to numerous contacts between fibers. 

The main aim of this paper is to analyze the possibility for 
mathematical simulation of the radiative properties of quartz 
fibrous insulation in heat transfer problems by use of known 
methods. This question is of great importance both for the the- 
ory of radiation transfer in dense participating media and for a 
number of practical applications (Arduini and DePonte, 1987; 
Tien, 1988; Howell, 1988; Reiss, 1990). Analogous work has 
been done by Mathes et al. (1990) for the average integral 
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extinction of evacuated glass fiber insulation of comparably 
high density (280 kg/m 3) and very thin fibers (fiber diameters 
0.5-0.7 #m). The authors confirmed the accuracy of the Mie 
theory calculations. Now we present additional information on 
this subject for the spectral radiation diffusion coefficient of 
another polydisperse fibrous material. 

A complete solution of the problem includes calculations of 
the combined heat transfer in the insulation layer as discussed, 
for example, by Alifanov et al. (1985). In present paper, we 
consider only the radiative-conductive heat transfer. The spec- 
tral radiation transfer is described by use of the well-known P~ 
approximation of the spherical harmonics method. Applications 
of this technique to combined heat transfer calculations have 
been considered by Viskanta (1982). 

Much computational time is needed to provide complete 
spectral heat transfer calculations for a polydisperse fibrous 
material. For this reason, considerable attention is given to dif- 
ferent approximations both in radiative properties and in com- 
bined heat transfer calculations. 

1 Mathematical Description 

1.1 Radiative Properties. We use the analytical solution 
of the scattering problem for arbitrarily oriented infinite cylin- 
ders developed by Wait (1955). According to Bohren and Huff- 
man (1983), the effect of finite fiber length is small at l > 
10r. There are few papers dealing with calculations of optical 
properties of cylindrical particles at oblique radiation incidence: 
Lind and Greenberg (1966), Cooke and Kerker (1969), Kuo- 
Nan Liou (1972). The radiative properties of cylinders are more 
complex than those for spheres due to the dependence on the 
particle orientation and on the incident wave polarization. In 
this paper, we consider only the case of unpolarized radiation. 
The expressions for the efficiency factors of scattering Q, and 
extinction Qt = Qa + Q.~ are well known. Analogous expressions 
for the transport efficiency factors Q~!, Qtr derived by Kolpakov 
et al. (1990) may be found also in paper by Dombrovsky 
(1994b). These values depend on the diffraction parameter x 
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= 27rrlh, the angle of incidence ce, and the complex index of 
refraction m = n - ix. 

The main difficulty in calculations of fiber radiative proper- 
ties is the determination of  the Bessel and Hankel functions by 
recurrence relations. The computational stability of direct run 
for cylinders at [mix >> 1 is not as good as that for spheres. 
Therefore, in contrast to the work by Lind and Greenberg 
(1966),  we use the downward recurrence analogous to that for 
the normal incidence (c~ = 0) in the monograph by Bohren and 
Huffman (1983).  The computer code was verified by compari- 
son with data by Lind and Greenberg (1966) at m = 1.6, x < 
5 and with graphical form data by Swathi and Tong (1988) for 
metal fibers at x up to 1000. 

Some variants of fiber orientation in materials have been first 
considered by Lee (1986, 1988). It was shown that one can 
use the following average values: 

f 0  r/2 { Q a ,  Qtt r } = { Q ~ , Q ~ r } c o s o l . d a  ( 1 )  

f ~ tr d {Oa, ottr} = { Q , ( c 0 ,  Q, (c~)} tp, 

c~ = larcsin (sin 0 . cos  ~0)1 (2) 

Equation ( 1 ) corresponds to the random orientation of fibers in 
space, Eq. (2) to that in parallel planes, when 0,,, O'f depend 
on the angle of illumination 0. The corresponding coefficients 
for polydisperse material with the fiber size distribution F(r)  
(at equal length of fibers) are: 

/ fo  ° {O.a~.,O.~r} = 2  p = {Q, ,Qt[}rF(r)dr  r2F(r)dr (3) 
71" 

where &, p are the densities of  fibers and fibrous material. 

1.2 Radiation Transfer. In the P~ approximation, the ra- 
diation transfer problem for a plane-parallel layer is reduced to 
the following boundary-value problem for the spectral radiation 
energy density (Case and Zweifel, 1967): 

(0)  
0 D× /0h + a j o ×  = 47rcr~xB~(T) 

oy Oy 

Olo~ 
y = 0, Dx'-Z-- = ~wl[10~ -- 47rBx(Twi)]12, 

oy 

01o~ 
y = 6, D x - - 7  = y~2147rBx(T~2) - 10x]/2 (4) 

oy 

where Ywl = ewJ(2 - ewl), Yw2 = ewzl(2 - ew2), ewl, ~2 are 
the spectral hemispherical emissivities of the walls. The spectral 
radiation flux is q× = -DxOIo×/Oy. 

In the case of the random orientation of fibers in planes y = 
const, the coefficients in the radiation transfer equation depend 
on 0. By the usual transfer to the P~ approximation, one can 
find the radiative diffusion coefficient is equal to Dx = 
1 / ( 3 ~  r) and the absorption coefficient is ~,,x instead of a,x. 
The average values ~,x, ~ r  may be calculated analogous to Eq. 
(3) through the values 

f 
Tr/2 

Q% = Q, (0)  sin 0. dO, 
~'0 

f 
Tr12 

O,r = 3 O~r(o) sin 0 cos 2 0" dO 
~0 

(5) 

Note that 0 ~  = 0,r _ Q~,, whereas Q]" ~ Q'[ - Q,. 
Although the linear (Pt)  approximation of the radiation inten- 

sity angular dependence is crude (especially near to bound- 
aries), an accuracy of the one-dimensional radiative flux calcu- 
lations for homogeneous plane-parallel layer by use of P1 is 
sufficiently high even in an anisotropically scattering medium 
at arbitrary optical thickness of the layer (Mengiaq and Viskanta, 
1983; Dombrovsky et al., 1991b). It should be mentioned that 
the relative error of the radiative flux determination by use of 
Pi in the problem of the radiative equilibrium in gray optically 
thick isotropically scattering medium is evaluated as 0.0876/~-. 
At the same conditions, the anisotropy of  scattering may be 
treated by the transport approximation and the radiation diffu- 
sion coefficient introduced above is applicable. The latter results 
have been developed by comparison with more accurate solu- 
tions by use of double spherical harmonics method (Dombrov- 
sky, 1974). 

The P~ equations are identical to those of the diffusion ap- 
proximation, which is commonly employed in experimental de- 
termination of  the radiative diffusion coefficient (Moiseyev et 
al., 1990; Petrov, 1993). If one needs a comparison of the 
calculated and experimental data on this coefficient, it would be 
correct to use the common technique of combined heat transfer 
calculations and the inverse radiative transfer problem solution. 

N o m e n c l a t u r e  

B = Planck function for blackbody 
radiation 

C = specific heat capacity 
D = radiation diffusion coefficient 

F ( r )  = size distribution function 
i=~-I 

Io~ = cEx, where c is the velocity of 
light, Ex is the radiation energy 
density 

k = thermal conductivity 
1 = length of the fiber 

m = complex index of  refraction = 
n - iK 

n = index of  refraction 
P = porosity of the fibrous material 

= l - p  
q = specific heat flux 
Q = cross section of  scattering, ab- 

sorption, or extinction 
r = radius of  fibers 

t = time 
T = absolute temperature; A T  = temper- 

ature difference 
y = coordinate across the insulation layer 
x = size parameter (diffraction parame- 

ter) = 2rra/X 
c~ = angle of radiation incidence on a sin- 

gle fiber 
6 = thickness of  thermal insulation layer 
3' = part of fibers oriented parallel to heat 

flux 
e = emissivity or coefficient in two-band 

model 
K = index of absorption 
X = wavelength 
r / =  coefficient in wavelength depen- 

dence of index of absorption 
p = density 
cr = Stefan-Bol tzmann constant or radia- 

tive coefficients 

0 = angle of radiation incidence on a 
layer of fibers 

7- = optical thickness 
0 = azimuthal angle 
w = scattering albedo 

Subscripts and Superscripts 
a = absorption 

ef t  = effective 
f = property of the material of fibers 
k = number of partial wave (in the Mie 

series ) 
= spectrally dependent 

r = radiative 
s = scattering 
t = total (extinction) 

tr = transport 
w = wall 
* = peculiar value 
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1.3 Combined Heat Transfer. Following the traditional 
description of the heat transfer in fibrous insulations, reviewed 
by Arduini and DePonte (1987),  we use the energy equation 
for combined heat transfer by conduction and radiation in a 
plane-parallel layer in the form: 

pcOT- O (k O-~y) + Oy (6) 

In the case of thermal contact of the material with the walls 
having temperatures Twl, T~2, the boundary conditions for Eq. 
(6) are very simple: T = Twl at y = 0, and T = Tw2 at y = 6. 
When the main attention is focused on the steady-state thermal 
regime, the initial condition makes no difference. In this paper, 
we assume T = T~i at t = 0. To minimize an error of  the Pi 
we assume the walls are diffuse emitting and reflecting. 

Specific heat flux due to conduction and radiation is 

q = - k O T +  f~qxdk (7) 
Oy Jo 

The thermal conductivity of a fibrous material may be evalu- 
ated by use of  the following expression for open porous systems 
(Bankvall, 1973): 

k = y[P1kg + (1 - Pt)kf] 

+ (1 - y)klkg/[P2k I + (1 - P2)kg] (8) 

where kg is the thermal conductivity of the gas between fibers, 
ky is the conductivity of the fiber material, y is the part of  the 
fibers oriented parallel to the heat flux, P, ,  P2 are the porosity 
parameters. The total porosity of  the material is P = TP, + ( 1 
- T)P2. We consider the material in vacuum. In this case, the 
effect of radiative properties on heat transfer is more pro- 
nounced. For approximate qualitative evaluation of the fiber 
conductivity effect, we assume that fibers are randomly placed 
and oriented in space: 3' = ½, Pl = Pz; the thermal conductivity 
of  the material is k = pkf/3, where p = 1 - P.  

The transient problem of the radiat ive-conductive heat trans- 
fer under consideration is solved by the decomposition method 
in much the same way as it was done by Dombrovsky et al. 
(1991a, 1993), and Dombrovsky (1994c).  

2 Optical Constants  Used in Calculations 

The refractive index Of fused silica at room temperature in 
the spectral range 0.21 <- k -< 3.71 mm was measured with 
high accuracy and it may be described by dispersion equation 
by Malitson (1965).  Data reviewed by Petrov (1979) contain 
also a weak temperature dependence, which is not taken into 
account in this paper. The spectral absorption coefficient data 
for quartz glasses in the range from 0.2 to 5 #m at high tempera- 
tures have been also reviewed by Petrov (1979).  The absorption 
index is usually less than 5 × 1 0  - 4 ,  As pointed by Kondratenko 
et al. (1991),  small admixtures may have a considerable effect 
on this value. For this reason, calculations of the spectral absorp- 
tion coefficient of  quartz insulation in the semitransparency 
region are not representative. At the s a m e  time, the effect of  
small absorption on scattering by fibers is negligible. 

The optical constants of  quartz in the opacity region are 
presented in graphs by Banner et al. (1989).  Ignoring the tem- 
perature dependence, we use the following approximation in 
the range from 7.6 to 12 #m: 

k < 8, ~7 = ( k2 + 20) /14 l 
[ 

8 < k < 9 ,  ~7 = 6 + 0 . 6 ( k -  8 ) J  

65 n = ~ ( h  - 8.3) 2 + 0.35 

10 "1 
I . . . .  a 

I0 "2 

10"3 

K = O . O 1  . . . . . . . . . . . . . . . .  

10q 

i0"2 

]0 "3 

I0 -4 

~ ~ ' ~ ' ~ '  {0 h ' ~4 
Diffraction parameter, x 

Fig. 1 Scattering and absorption of radiation by cylindrical particles 
with n = 1 ,4  at normal (a) and inclined incidence ( b ,  a = 8 5  d e g )  

9 < k <  9.5, n = 4 ( k -  9) + 1~ 
[ 

9.5 < k <  10, n = 3 - 0 . 8 ( k - 9 . 5 ) J  

~7 = 6.6 - 1.6(k - 9) 

k >  10, n = 2 . 6 -  ( k -  10)/2, 

~7 = 5 - 6 (k  - 10)/25, (9) 

where ~7 = log (47rK/k) + 6. From here on k is expressed in 
#m. At k < 7.6 #m the dispersion equation of Malitson (1965) 
for n ( k )  is used and we assume K = 10 -4, when Eqs. (9) give 
a smaller value. Note that K(k) has a maximum at k = 9 #m 
and there are two points in which n = 1: h = 7.6 #m and 9 
# m .  

3 Calculations of  Spectral Radiative Characterist ics 

3.1 Some Physical Results. To analyze some special fea- 
tures of quartz fiber properties in the semitransparency region, 
one can use the values n = 1.4, t< -< 0.01. At normal incidence 
there are no considerable differences between cylindrical and 
spherical particles considered by Dombrovsky (1990).  The 
main qualitative results for large c~ are illustrated in Fig. 1: 
Q~r ~ Qs due to high asymmetry of scattering, and there is a 
resonance absorption even at K = 0.01. The resonance effect is 
more pronounced at smaller values of  E. Some results for ce = 
0 in the spectral range including the opacity region are shown 
in Fig. 2 (a ) .  One can see intensive "scattering by absorption" 
at k = 9 #m and maximum absorption near to 9.3 #m at K 
1. For thin fibers ( r  = 2 #m),  there is an additional strong 
maximum of scattering at k ~ 10 #m corresponding to the main 
maximum of the function Q~5(x) at a high refractive index. 

An example of calculation for monodisperse system of fibers 
with different orientations is given in Fig. 2(b) .  The values 
ff~r and ~ r  differ slightly from each other; the curves  ~a (k )  
and Q , (k )  practically coincide. This result may be employed 
to simplify calculations for layered materials. It is of interest 
that the spectral curves are just similar to those for ce = 0. This 
may be explained by self-similar angular dependences of Q~, 
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Fig. 2 Spectral properties of a single quartz fiber at normal incidence 
(a, 1- -r  = 2 [¢m, 2--5/J.m) and average spectral properties of randomly 
oriented fibers (b, r = 5/xm) 

Q~". If we suppose the cosine dependence, the coefficient 7r/4 
appears in Eq. ( 1 ) instead of the integration. As a result, we 
obtain a simple way to evaluate the radiative properties of fi- 
brous materials by use of the individual fiber properties at nor- 
mal incidence. This conclusion does not refer to the absorption 
in the semitransparency region, in which resonance effects at 
oblique incidence are observed (Dombrovsky, 1994a). Fortu- 
nately, the resonance absorption is accompanied by relatively 
strong scattering and is not important in many problems. 

One can simplify the calculations for materials with randomly 
oriented fibers by use of the coefficient 7r/4 mentioned above 
and numerical results for the normal incidence of the radiation 
on a single fiber. By analogy with spheres (Dombrovsky, 1976), 
the additional simplification may be reached by use of the mono- 
disperse approximation with the equivalent fiber radius (Dom- 
brovsky, 1994a, b). The corresponding savings in computer 
time are very significant. 

3.2 Compar i son  With  Exper imenta l  Data.  The experi- 
mental determination of values ~r~x, D~ for highly porous iso- 
tropic quartz insulation with known fiber size distribution and 
the porosity 93.5 percent (the density is 144 kg/m 3) has been 
provided by Kondratenko et al. (1991) and are also presented 
by Moiseyev et al. (1992). The experimental method is based 
on the analytical solution in the diffusion approximation for the 
transmissivity of the cylindrical specimen. The mathematical 
treatment has been performed in some detail by Moiseyev et 
al. (1990). It was shown how to use measurements at collimated 
incident radiation to determine the required optical characteris- 
tics of the material. Measurements of the radiation diffusion 
coefficient for two sets of specimens of various orientations 
with respect to the material layer give the same values of Dx 
with an accuracy of 0.5 percent. Size distribution of fibers pre- 
sented by Kondratenko et al. (1991) (ten-interval histogram in 
the fiber diameter range 0-5/.zm) makes it possible to calculate 
D× and compare it with the experimental values. 

A comparison of calculations with these experimental data 
is presented in Fig. 3. The values of the absorption coefficient 
calculated at x = 10-4 are greater than those in the experiment. 
For this reason, the comparison of the values Dx without any 

6O 

. 50 

8 
.~ 40 

. . . . . .  2 

. . . .  3 

d s  ' ' ' L 5  ' ' ' ~ . s  

Wavelength, 2 / (g in )  

35 

Fig. 3 Spectral radiation diffusion coefficient for fibrous insulation. 
Comparison with the experimental data by Kondratsnko et al. (1991) 
(vertical line segments): 1, 2--calculations for fibrous disperse system 
(2 i fo r  10 percent smaller fiber radius), 3 ief fect  of small part (3 per- 
cent in mass) of monodisperse spherical particles. 

selection of ~c is quite correct. One can see that there is a good 
agreement between the calculations and the experiment in the 
infrared, the difference in the visible is about 20-30 percent. 
An error in the size distribution can not explain the difference 
at k = 0.63/.zm. Evaluations show that the effect of thin B203 
shells on the fibers is negligible. The scattering by bends and 
seals of fibers as well as by a small amount of silica droplets 
(which are formed from thin fibers by preliminary thermal pro- 
cessing of the material) may be a cause of this disagreement. 
Indirect confirmation of this hypothesis is the more intensive 
scattering of the radiation by spherical particles of the same 
radius, which may be considered to simulate the real effect. 
One can assume that ~3 percent of the material mass is a 
monodisperse system of spherical particles of radius 0.5 #m. 
Numerical results for this model shown in Fig. 3 are close to the 
experimental values. Note that the collective effects (dependent 
scattering or interference) are not observed (at least in values 
of Dx) for the material considered. It is of great interest to 
continue the investigation for more dense materials and in wide 
possible spectral range. 

Some additional experimental data on the spectral properties 
of a fiberglass insulation of density 68 kg/m 3 in the semi- 
transparency range 0.5 -< k .~ 5 #m are given in a recent paper 
by Nicolau et al. (1994). A comparison of calculations of the 
optical thickness T~ = cry6 (6 = 4 mm is the sample thickness) 
for known fiber size distribution with the measurements is pre- 
sented in Fig. 4. Two curves correspond to different approxima- 
tions of the fiber radius distribution: continuous approximation 
with linear interpolation of tabulated data and discrete approxi- 
mation with eight given values of fiber radius. In spite of consid- 

25 

cg 
20- 

. . . .  2 

Wavelength, 2/(lain) 

Fig. 4 Comparison of the calculated optical thickness of fiberglass insu- 
lation samples (1, 2) with the experimental data by Nicolau st al. (1994): 
1 --continuous fiber radius distribution, 2--discrete distribution 
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Fig. 5 Specific heat flux on hot (a) and cold (b) surfaces of the fibrous 
insulation layer: A - - 8  = 5, B--10 mm; 1, 2--P~ approximation and two- 
band model (1--¢ = 0.05, 2 - -¢  ~ 0), 3--modified radiative conduction 
approximation 

erable discrepancy at k = 4/.zm, there is a satisfactory agreement 
with the experimental data. It is difficult to expect a better 
accuracy of the calculations due to high sensitivity of the extinc- 
tion coefficient to the fiber radius. The latter assertion was illus- 
trated by Dombrovsky (1995a). It was shown that the computa- 
tional prediction of the more practically important value of 
the spectral radiation diffusion coefficient is more reliable. An 
extended discussion of this problem is presented by Dombrov- 
sky (1996). 

In the opacity region, one can speak only about qualitative 
agreement of the calculated albedo uax = ~x/cr t~ with the experi- 
mental data by Yeh and Roux (1988). Having no fiber size 
distribution, one cannot compare absolute values of the radiative 
characteristics. 

4 T w o - B a n d  Mo de l  and A p p r o x i m a t e  M e t h o d  o f  
Heat  Transfer  Ca lcu la t ions  

Besides the total calculation, we use the two-band approxi- 
mate description of spectral properties, when the absorption 
coefficient and the transport scattering coefficient of a monodis- 
perse fibrous material (2 -< r -< 10 #m) in the spectral range 
2 _ < X _  12 #m are 

K < X , ,  ~xt~ = O.165p/r ,  ~r~ = e~ts~,; 

tr k > X , ,  cry× = a,,~ = 0 . 3 3 p / r  (10) 

For quartz fibers, one can use the value k,  = 6.5 #m (Dombrov- 
sky, 1994b). Calculations showed that small variations of k ,  
in the limits from 6 to 7 /~m are inessential and a satisfactory 
accuracy for the heat transfer calculations is obtained at e = 
0.05 (see also Dombrovsky, 1994c, d). The limiting volume of 
the paper does not allow us to give more detailed analysis of 
the accuracy of this model. It goes without saying that some 
more accurate approximations of the spectral radiative proper- 
ties in a set of bands in more wide spectral range may be useful. 

Transient heat transfer calculations up to the steady state are 
very complicated due to many times repeated calculations of 
the radiation transfer. For this reason, it is of interest to simplify 

the radiation transfer model. If we ignore a small error at ~ = 
0, as assumed by Dombrovsky (1994b), the spectral radiative 
flux in the semitransparency regionmay be obtained similar to 
that for the radiative equilibrium (Ozi~ik, 1973; Dombrovsky, 
1974): 

qx = 27r[B~(Twl) - Bx(Tw2)]/  

[ 1 / 3 ' ~  + l /Tw2 + 6/ (2D×)]  ( l l )  

At the same time, the modified radiative conduction approxima- 
tion with the radiative conductivity, which differs from the usual 
one (k~ = ~ r T 3 / ¢ ~  ~) by the coefficient 

1 f~ OB~(T) dX < 1 (12) 
~(K,T) = 4crT------ S OT 

may be used at k > k,  instead of the complicated spectral 
calculations. This modification has been derived by Dombrov- 
sky (1994b, c). 

5 Heat  Trans fer  Results  

Figure 5 shows some representative dependences of the total 
heat flux on surfaces of a layer of the quartz fibrous insulation 
placed between two walls having different constant tempera- 
tures. Calculations were performed with the following parame- 
ters: Twl = 600 K, ATw = Tw2 - Twl = 100 K, ewl = ew2 = 0.8, 
p = 10 kg/m 3, r = 5 #m, k I = 1.5 W/(m" K). An error of the 
limiting assumption c ~ 0 is not large, especially at steady state 
(at equal heat fluxes on hot and cold surfaces of the insulation), 
due to small optical thickness with respect to absorption in the 
semitransparency region. When we use the modified radiative 
conduction approximation in the opacity region, the heat flux 
on the hot surface at the process beginning is not correct, but 
this effect decreases at steady state. It should be noted that the 
computational time is two orders of magnitude less than in 
spectral calculations. 

Additional information on the accuracy of the two-band ap- 
proximation discussed above is presented in Table 1 for the 
parameters of Fig. 5A. One can see that the approximation error 
is less than 10 percent (in heat flux value) and does not exceed 
the computational prediction error for the radiation diffusion 
coefficient. 

Some results of calculations at steady state at the conditions 
cited above with variation of p, a, 6, and Tw~ are presented in 
Fig. 6. Calculations were made using the modified radiative 
conduction approximation. Numerical data are interpreted in 
terms of the effective conductivity korf = q r / A T w .  It is of inter- 
est that the dependences kerr(p) are nonmonotonic: There is a 
density of the fibrous material p .  corresponding to the best heat 
shielding. The effect of the fiber radius and the temperature on 
p ,  may be evaluated from a comparison of the values k and k,.. 
It is easy to verify that p~ ~ T3r. This relation is confirmed 
by direct calculations. Note that the concrete value of p .  is 
connected with the evaluation of k and depends on the orienta- 
tion of the fibers and on thermal contact between them. The 
effective conductivity increases with increasing fiber radius. 
This effect is more pronounced at low density of the material. In 

Table I Comparison of complete spectral calculation (a) with two-band 
calculations at X., = 6.5/.~m (b) and 7/zm (c) 

q, k W  I m 2 

y = 6  y=0  

t .s  fl b c a b c 

I 3.87 3.73 3.70 1.89 1.98 2.09 
i 

5 3.27 3.17 3.20 2.04 2.07 2.16 

10 2,99 2.91 2.97 2.18 2.17 2.24 

20 2.74 2.70 2.77 2.37 2.30 2.36 
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Fig. 6 Effective conductivity coefficient of monodisperse quartz fibrous 
material in vacuum at 8 = 5 mm (solid lines) and 10 mm (dashed lines): 
1--Tw~ = 400, 2 - - 6 0 0 ,  3 - - 8 0 0  K (ATw = 100 K, ew = 0.8) 

other words, the thinner the fibers, the better the heat-shielding 
properties of the material. This conclusion is in good agreement 
with the known experimental data. Note that the accuracy of 
the computational results presented in Fig. 6 is mainly deter- 
mined by the uncertainty of the fibrous material conductivity 
rather than by the errors in the radiation transfer calculation. 

Conc lus ions  

• Infrared radiative properties of quartz fibrous material 
with randomly oriented fibers are calculated by use of the scat- 
tering theory for infinite cylinders at oblique incidence of the 
radiation. A comparison of the calculated values of the radiation 
diffusion coefficient with the experimental data for fibrous 
quartz insulation of density 144 kg/m 3 in the semitransparency 
region shows that an insignificant discrepancy in the visible 
range may be explained by a small amount of admixed spherical 
particles and by analogous effect of bends and seals of fibers. 

• Resonance properties of a single fiber analyzed in the 
paper may be of interest for regular structures but have no 
considerable effects on the radiative properties of the material 
containing randomly oriented polydisperse fibers. For this rea- 
son, one can use comparably simple approximate computational 
models without detail calculations of angular characteristics of 
a single particle. 

• If we are interested only in steady-state heat transfer eval- 
uations, a two-band spectral model with various approximate 
descriptions of the radiation transfer in each band may em- 
ployed. Calculations of the transient radiative-conductive heat 
transfer in evacuated quartz fibrous insulation illustrate an error 
of the radiative conduction approximation. At the same time, it 
is shown that the modified radiative conduction approximation 
may be applicable in steady-state calculations. 
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Spectral Extinction Coefficients 
of Soot Aggregates From 
Turbulent Diffusion Flames 
The spectral extinction coefficients of soot aggregates were studied in the fuel-lean 
( overfire ) region of buoyant turbulent diffusion flames. Extinction measurements were 
carried out in the wavelength region of 0.2-5.2 ,am for flames fueled with acetylene, 
propylene, ethylene, and propane, burning in air. The present measurements were 
combined with earlier measurements of soot morphology and light scattering at 0.514 
,am in order to evaluate the spectral soot refractive indices reported by Dalzell and 
Sarofim (1969), Lee and Tien (1981), and Chang and Charalampopoulos (1990). 
The specific extinction coefficients and emissivities were predicted based on Rayleigh- 
Debye-Gans theory for polydisperse fractal aggregates, which has been recently 

found to be the best approximation to treat optical cross sections of soot aggregates. 
The results indicated that available refractive indices of  soot do not predict the 
spectral trends of present measurements in the ultraviolet and infrared regions. Soot 
complex refractive index was inferred to be m = 1.54 + 0.48i at 0.514 ,am, which 
is surprisingly in best agreement with the values reported by Dalzell and Sarofim 
(1969). Additionally, specific extinction coefficients of soot aggregates varied with 
wavelength as k-°s3 f rom the visible to the infrared. Finally, soot refractive indices 
were found to be relatively independent of fuel type for the visible and infrared 
spectral regions over the H/C ratio range of 0.08-0.22. 

Introduction 
Accurate knowledge of the spectral variation of the refractive 

indices of soot is necessary in order to estimate continuum 
radiation from luminous flames and to develop in situ optical 
techniques for measuring soot properties. However, there are 
fairly large variations among the soot refractive indices reported 
in the literature, implying uncertainties about which values 
should be used in a particular application; see, for example, 
Chang and Charalampopoulos (1990), Charalampopoulos 
(1992), Tien and Lee (1982), Viskanta and Mengtiq (1987), 
and references cited therein for a complete discussion. 

Some earlier determinations of soot refractive indices in- 
volved the use of ex-situ reflection methods involving com- 
pressed soot pellets sampled from flames; see Dalzell and Saro- 
fim (1969), Felske et al. (1984), and references cited therein. 
These approaches were criticized, however, based on potential 
modification of soot properties by sampling and compression, 
as well as effects of surface roughness and voids on reflectance 
data that are difficult to evaluate (Felske et al., 1984; Tien and 
Lee, 1982; Charalampopoulos, 1992). Therefore, most recent 
work has employed in-situ measurements of scattering and ex- 
tinction within both premixed and nonpremixed flames; see 
Habib and Vervisch (1988) ,  Chang and Charalampopoulos 
(1990), Lee and Tien (1981), and Vaglieco et al. (1990). 
However, these determinations did not involve characterization 
of soot morphology and were analyzed using Mie theory whose 
accuracy to represent the optical cross sections of soot aggre- 
gates is questionable; see Dobbins and Megaridis (1991), 
Ktiylti and Faeth (1993, 1994a, b),  Farias et al. (1995), and 
references cited therein. Additionally, there was always one 
more unknown than the measurements, so that a theoretical 
relationship between the real and imaginary parts of the refrac- 
tive indices must be introduced, e.g., either the Drude-Lorentz 
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dispersion model or the Kramers-Kronig relationships. Unfor- 
tunately, the Drude-Lorentz dispersion model requires con- 
stants that are not well known for soot and differ among the 
various investigations, while the Kramers-Kronig relationships 
require extinction data in the wavelength range of 0 -  0% which 
is not feasible to obtain (Chang and Charalampopoulos, 1990; 
Felske and Ku, 1992; Lee and Tien, 1981). Moreover, results 
regarding the effects of fuel type (C/H ratio) on soot refractive 
indices are also contradictory. The early work of Dalzell and 
Sarofim (1969), and Lee and Tien(  1981 ) suggested that soot 
refractive indices were weakly dependent on fuel type, although 
the specific findings of these studies were substantially different 
from each other in the visible. On the other hand, later work 
of Habib and Vervisch (1988), and Charalampopoulos et al. 
(1989) indicated significant effects of fuel type on soot refrac- 
tive indices. However, Sivathanu et al. (1993) recently reported 
that their measurements were most consistent with the values 
reported by Dalzell and Sarofim (1969), while finding only a 
weak dependence of fuel type on soot refractive indices. Thus, 
the objective of the present study was to evaluate the capabilities 
of the soot refractive indices reported in the literature to treat 
the spectral extinction properties of soot aggregates, and to 
investigate the effect of fuel type on refractive indices. 

Past work has provided information about soot morphology 
in the fuel-lean (overfire) region of buoyant turbulent diffusion 
flames for a variety of gaseous and liquid fuels burning in still 
air within the long residence time regime (Ktiylii and Faeth, 
1992). In addition, angular scattering and extinction coefficients 
at 0.514 #m have been measured for the same conditions for 
flames fueled by the gaseous fuels (K6ylti and Faeth, 1994a). 
Thus, the same conditions were adopted for the present study 
due to the well-characterized soot environment and the univer- 
sality of overfire soot in the long residence time regime for a 
particular fuel. The present measurements included the extinc- 
tion coefficients of soot in the wavelength region of 0.2-5.2 
#m. Four gaseous hydrocarbon fuels--acetylene, propylene, 
ethylene and propane--were  used to study the effect of fuel 
type (H/C ratio) on spectral refractive indices of soot. The 
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spectral properties, e.g., specific extinction coefficients and 
emissivities, were predicted based on RDG theory for polydis- 
perse fractal aggregates because this approach has been found 
to be the best approximation to represent the optical properties 
of soot aggregates (K6ylti and Faeth, 1994a, b; Farias et al., 
1995). The spectral soot refractive indices reported by Dalzell 
and Sarofim (1969), Lee and Tien (1981), and Chang and 
Charalampopoulos (1990) were chosen for comparison with 
the present measurements because they are frequently used in 
heat transfer and combustion studies and they also involve dif- 
ferent experimental and data inversion methods. 

The paper begins with description of experimental and theo- 
retical methods. This is followed by results, considering earlier 
scattering measurements at 0.514 #m briefly, comparisons with 
different soot refractive indices in the literature, and the effect of 
fuel type on spectral refractive indices, in turn. An experimental 
correlation for the variation of specific extinction coefficients 
is also suggested. 

E x p e r i m e n t a l  M e t h o d s  

The present test arrangement was the same as for the earlier 
light scattering measurements of K/3ylti and Faeth (1994a). The 
apparatus consisted of a 50-mm-dia water-cooled burner, which 
provided buoyant turbulent diffusion flames in the long resi- 
dence time regime. The burner was located within a larger 
enclosure with a hood at the top and an adjustable exhaust 
system to remove the combustion products. The soot emitted 
from the flames was collected in a sampling duct with a 152- 
mm-dia exit at the top, which discharged into the main hood 
of the apparatus. The mixing within the duct was sufficient to 
yield homogeneous soot properties across the exit of the sam- 
piing duct where extinction measurements were carried out. 

Three different light sources--a 30 W deuterium lamp (Oriel 
6316), a 100 W QTH lamp (Oriel 6333), and a 100 W IR 
element (Oriel 6363)--were  used in the wavelength regions 
0.20-0.35, 0.35-2.0, and 2.0-5.2 /.zm, respectively. CaF2 
lenses were used for spatial filtering and collimating the incident 
light due to the wide range of wavelengths considered. The 
light was modulated by an enclosed chopper (Oriel 75155) 
before passing through the soot samples. Different interference 
filters were used in front of the detector to make measurements 
at the wavelength of interest. The reference (without soot) and 
transmitted (with soot) intensities were measured by a pyroelec- 
tric detector (Oriel 70841), which has a flat response in the 
wavelength range of 0.2-40 /.zm. The stability of the light 
sources was insured by measuring reference intensities before 
and after each test run at each wavelength. The detector output 

was stored on a computer, sampling at 400 Hz for 30 s for 
heavily sooting fuels (acetylene and propylene), while the sam- 
piing time was doubled to 60 s for lightly soothing fuels (ethyl- 
ene and propylene) in order to increase signal-to-noise ratios. 
The results were averaged over three tests at each wavelength 
to achieve a repeatibility within 1 percent. 

Experimental uncertainties of the extinction coefficients in- 
creased not only with decreasing tendency of the fuel to form 
soot but also with increasing wavelength, since they were in- 
versely proportional to In (I/Io) and sampling times. Specifi- 
cally, experimental uncertainties (95 percent confidence) were 
estimated to be generally less than 20 percent for acetylene and 
propylene, and less than 40 percent for ethylene and propane 
for present test conditions. It should be noted that the present 
measurements were also compared to the results of Kt~ylti and 
Faeth (1994a) at the three laser wavelengths of 0.514, 0.633, 
and 1.152 ~m to check current measurements independently. 

Theoret ica l  Meth od s  

Radiative Properties of Polydisperse Soot Aggregates. 
The complete formulation of Rayleigh-Debye-Gans polydis- 
perse fractal aggregate theory (RDG/PFA) as well as relevant 
references can be found in K6yl~ and Faeth ( 1994a, b). Briefly, 
assuming that the individual'soot particles that combine to form 
aggregates satisfy Rayleigh approximation (x, -< 0.3), the vari- 
ous cross sections of an aggregate are expressed in terms of 
the morphology of the aggregate and the corresponding cross 
sections of primary particles within the RDG/FA approxima- 
tion. The mean optical cross sections of populations of randomly 
oriented polydisperse aggregates are found by integrating over 
all aggregate sizes using the log-normal aggregate size distribu- 
tion function. It should be mentioned that this formal integration 
is necessary, since no single parameter can represent the optical 
properties of polydisperse aggregates. The optical coefficients 
(the volumetric cross sections) are the products of the cross 
sections and the number density of aggregates, as follows: 

I~=nCj;  j = v v ,  s , a , e  (1) 

Extinction coefficient is simply the sum of absorption and total 
scattering, i.e., 

Ke = K, + K, = K,,( 1 + Psa) (2) 

where 

K. = KP~ - 67rE(m) f~ (3) 
X 

N o m e n c l a t u r e  

C = optical cross section 
dp= primary particle diameter 

D l = mass fractal dimension 
E(m) = refractive index function = Im 

[(m 2 - 1)/(m 2 + 2)] 
f = scattering form factor = f(qRg) 
f~ = soot volume fraction 

F(m) = refractive index function = I(m 2 
- 1) / (m 2 + 2)12 

g = total scattering factor = g(kRg) 
i = ( - 1 )  1/2 
I = transmitted light intensity 

Io = reference light intensity 
k = wave number = 27r/h 

k s = fractal prefactor 
K = optical coefficient 
m = refractive index of soot = r 1 

+ ix 

n = number density of aggregates 
N = number of primary particles in an 

aggregate 
q = modulus of scattering vector = 2k 

sin (0/2) 
R e = radius of gyration of an aggregate 
S = optical path length 

Xp = optical size parameter of an individ- 
ual particle = 7rdp/k 

a = correlation constant, Eq. ( 11 ) 
¢ = emissivity of soot 
rl = real part of refractive index of soot 
~¢ = imaginary part of refractive index 

of soot 
= wavelength of radiation 

0 = scattering angle 

Psa = ratio of total scattering to absorp- 
tion cross section 

= phase function 
fit = single-scattering albedo 

Subscripts 

a = absorption 
e = extinction 
s = total scattering 

vv = vertically polarized incident and 
scattered light 

Superscripts 

p = individual particle property 
( - )  = mean value over a polydisperse 

aggregate population 

416 / Vol. 118, MAY 1996 Transactions of t h e A S M E  

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



and 

N2g 
P,,,, = P,~'a R (4) 

Therefore, the absorption coefficients of aggregates and the indi- 
vidual particles composing them are identical. Additionally, p .... 
represents the effect of aggregation on total scattering and is 
related to albedo by P~a = ~o/( 1 - rio). The optical coefficients 
can be measured directly using light scattering and transmission 
measurements in a soot-containing environment. Specifically, 
the transmissivity, IlL, for a uniform path length of S is given 
as follows: 

I 
- = exp(-K~S) (5) 
I0 

where the quantity, KeS, is called the optical thickness. The 
underlying requirement for the use of Eq. (5) is to have an 
optically thin medium, i.e., KeS < 1. However, this condition 
can be relaxed somewhat as long as absorption is the dominant 
mechanism. In other words, the range of applicability of Eq. 
(5) is extended further as long as K,S < 1 (Bohren and Huff- 
man, 1983). 

A useful quantity for radiative heat transfer calculations is 
the specific extinction coefficient, defined as the extinction coef- 
ficient per unit volume fraction of soot. By combining Eqs. 
(2) - (4), an explicit form for specific extinction coefficient is 
obtained as follows: 

K~67rE(m)[i+2F(m) 3 _~g]  
f~ h 3 E(m) xp ~ (6) 

where g = g(kRu) is the total scattering factor. This implies 
that if the soot morphology is known, the right-hand side of 
Eq. (6) is only a function of the refractive indices. Thus, the 
specific extinction coefficient is a logical parameter for compar- 
ing refractive indices from different sources. The spectral emis- 
sivity can be expressed in terms of specific extinction coefficient 
as follows: 

K~ S (7)  

Another important radiative property is the phase function 
(Siegel and Howell, 1981), which is given as follows within 
RDG/PFA theory: 

: N v  ) (8) 
\ N2g I 

where f = f(qRg) represents the angular scattering form factor. 
This formulation implies that the radiative properties of aggre- 
gates are substantially different from those of individual parti- 
cles. 

Soot Refractive Indices. Among the mean radiative prop- 
erties, only the albedo is independent of refractive indices, 
which are the fundamental quantities required for most practical 
optical property calculations. In particular, the values of E(m) 
and the ratios of F(m)/E(m) are needed for both spectral radia- 
tive properties and determinations of soot volume fractions; see 
Eqs. (6) and (7). Thus, the spectral variations of E(m) and the 
ratio F(m)/E(m) from different sources are illustrated in Fig. 
1. Results in the figure are based on the measurements of Dalzell 
and Sarofim (1969), Lee and Tien (1981), and Chang and 
Charalampopoulos (1990). It is evident that there are significant 
differences for E(m) and F(m)/E(m) among these three stud- 
ies, noting that other determinations in the literature would yield 
even wider variations (Charalampopoulos, 1992). E(m) values 
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Fig. 1 E(m) values and ratios of F(m)/E(m) as a function of wavelength 
as determined by Dalzell and Sarofim (1969), Lee and Tien (1981), and 
Chang and Charalampopoulos (1990) 

from the three investigations agree somewhat in the visible; 
however, there are up to 40 percent differences in the infrared 
and ultraviolet. Although, the values from Dalzell and Sarofim 
(1969), and Chang and Charalampopoulos (1990) yield very 
similar spectral variations of E(m), Lee and Tien (1981) al- 
ways give lower estimates. On the other hand, there is even 
less agreement about the ratios of F(m)/E(m) among these 
three studies with up to 100 percent differences encountered in 
the infrared. The ratios of F(m)/E(m) from Dalzell and Saro- 
fim (1969), and Chang and Charalampopoulos (1990) agree 
well in the visible while the estimates from Lee and Tien ( 1981 ) 
are higher than the other two at all wavelengths. These differ- 
ences among refractive indices result in corresponding uncer- 
tainties about radiative properties. Thus, use of refractive indi- 
ces from a particular source can only be justified by the evidence 
that they treat measured spectral properties effectively, which 
was the main motivation for the present investigation. 

Results and Discussion 

Scattering at 0.514 /tm. Measured phase function from 
the earlier scattering measurements, along with the predictions 
from the various approximate theories, are plotted as a function 
of scattering angle in Fig. 2. The measurements are for acetylene 
soot from the scattering measurements of KOylti and Faeth 
(1994a) at 0.514 #m, while the predictions are based on TEM 
characterization of soot morphology from KOylti and Faeth 
(1992). As can be seen from Fig. 2, soot aggregates scatter 
strongly in the forward direction; additionally, predictions of the 
RDG/PFA theory are in good agreement with measurements. 
However, neither Mie theory for an equivalent diameter nor the 
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Fig. 2 Various theoretical predictions and measurements of phase func- 
tion for soot aggregates in the overfire region of turbulent acetylene/air 
diffusion flame 

Rayleigh approximation can predict the angular trends of phase 
function. These results suggest the importance of aggregate scat- 
tering and justifies the use of RDG/PFA theory to estimate 
spectral properties of soot. 

K6yl0 and Faeth (1994a) reported a limited assessment of 
soot refractive indices at 0.514 #m based on RDG/PFA theory, 
which yielded the following relationship for large scattering 
angles corresponding to the power-law regime: 

F(m) _ 4~r (qdp)°± K~o (9) 
E(m) kj-x~ Ka 

However, this evaluation was based on an assumed value of 
fractal prefactor, k I (appearing in the relationship N = 
kz(RJdp)% for fractal-like aggregates), and there were still 
some concerns about the reliability of RDG/FA theory. Later, 
K6yl0 et al. (1995) established a value of k I = 8.5 _+ 0.5, 
independently from three-dimensional reconstructions of TEM 
images. Additionally, RDG/PFA theory was further evaluated 
both experimentally (K6ylti and Faeth, 1994b) and computa- 
tionally (Farias et al., 1995), finding satisfactory performance. 
Thus, it is appropriate to reconsider Eq. (9) in conjunction with 
the present study. 

Using the earlier measurements of soot morphology and light 
scattering at 0.514 #m, together with values of k I = 8.5 and Dj. 
= 1.8, Eq. (9) yields F(m)/E(m) = 0.78 with a standard 
deviation of 0.09 over all the fuels. Since the range of E(m) 
values from different sources are rather narrow compared to 
F(m), a value of E(m) = 0.23 seems to be reasonable (see 
Fig. 1). This, together with measured value of F(m)/E(m), 
yields a complex refractive index of m = 1.54 + 0.48i at 0.514 
#m, which is in reasonably good agreement with the measure- 
ments of Dalzell and S arofim (1969) and Chang and Charalam- 
popoulos (1990). However, the refractive indices at this wave- 
length given by Lee and Tien (1981) yield F(m)/E(m) = 1.55, 
which is almost 100 percent higher than the measured value. 

Spectral  Ext inct ion Propert ies  of  Soot. Measured optical 
thicknesses, K~S, in the wavelength range 0.2-5.2 #m, are 
illustrated in Fig. 3 for all the fuels considered during the present 
study. The strong gas absorption bands of H20 at 2.7 #m, and 
COz at 4.3/.zm were avoided during the spectral measurements. 

The results yielded a maximum extinction coefficient in the 
ultraviolet region at a wavelength of approximately 0.25 #m 
for all fuels. Menna and D'Alessio (1982) and Chang and Char- 
alampopoulos (1990) reported similar observations, which 
seem to be caused by a resonance of soot refractive indices 
at this wavelength range. In contrast, the behavior of spectral 
extinction coefficients in the infrared is monotonic, i.e., extinc- 
tion coefficients decrease with increasing wavelength, as ex- 
pected. 

The present spectral measurements of extinction coefficients 
will now be used to assess existing refractive indices in the 
literature. Soot volume fractions are estimated using m = 1.54 + 
0.48i at 0.514 #m and applying Eq. (6) at the same wavelength. 
Knowing the volume fraction and the morphology of soot, then 
it is possible to evaluate Eq. (6) at each wavelength using 
refractive indices from different sources and to compare it with 
measurements. The resulting measured and predicted specific 
extinction coefficients are plotted as a function of wavelength 
in Fig. 4. The spectral measurements are for the overfire soot 
aggregates emitted from propane/air flame, while the predic- 
tions are based on RDGiPFA theory using the refractive indices 
of Dalzell and Sarofim (1969), Lee and Tien (1981), and 
Chang and Charalampopoulos (1990). The results indicate that 
the predictions of all three sources are in good agreement with 
measurements in the visible. However, this may be misleading 
for the values of Lee and Tien ( 1981 ), because it was previously 
shown that they overestimated scattering by almost 100 percent 
at 0.514 #m; therefore, the suitable extinction behavior is an 
artifact of their low values of E(m) compensating for high 
ratios of F(m)/E(m). Thus, only the refractive indices from 
Dalzell and Sarofim (1969), and Chang and Charalampopoulos 
(1990)-seem to be acceptable in the visible. 

The refractive indices from the three studies overestimate the 
observed extinction levels by up to a factor of three in the 
ultraviolet. However, the values from Chang and Charalampo- 
poulos (1990) correctly predict the properties of the resonance 
of refractive indices near 0.25 #m. Although the measurements 
of Dalzell and Sarofim (1969), and Lee and Tien (1981) do 
not extend into this short wavelength region, their dispersion 
models fail to indicate the presence of the resonance phenom- 
ena, as quantified by Menna and D'Alessio (1982). In other 

10 0 

== 10-1 

10 .2 

oo o 

S [] oDq~ Ooo 
% o 

[] o 
[] o 

• • •  [] %% [] o 
• i B [ ]  0 
8 

• [] 
[] 

d .  

[] • 
[] • 

[] 

[] 
[] 

0 ACETYLENE 
D PROPYLENE 
• ETHYLENE 
NI PROPANE 

10-a t 

10 "1 10 0 101 

Wavelength(pm) 

Fig. 3 Measurements of optical thickness as a function of wavelength 
for soot aggregates in the overfire region of turbulent hydrocarbon diffu- 
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Fig. 4 Predictions of various refractive indices and measurements of 
spectral specific extinction coefficient of soot aggregates in the overfire 
region of turbulent propane/air diffusion flame 

words, their extinction coefficient estimates would continue to 
increase with decreasing wavelength, with no peak in the UV. 
Thus, the magnitude as well as the trend of their refractive 
indices do not agree with present measurements. At this point, 
some of the overall poor agreement between predictions and 
measurements may be caused by the approximations of the 
RDG/PFA theory because optical size parameters become 
rather large in the region of the resonance. However, the mean 
individual particle diameter for propane soot is 30 nm, yielding 
xp = 0.38 at 0.25 #m. Although this small deviation of individ- 
ual particles from Rayleigh scattering behavior (xp -< 0.3) can- 
not be responsible for the significant differences between mea- 
surements and predictions at this wavelength, the performance 
of RDG/PFA theory in the ultraviolet region of the spectrum 
certainly merits additional study. 

The refractive indices from the three sources yield predictions 
that begin to deviate from measurements as the wavelength 
increases from visible into the infrared. Although the values 
from Dalzell and Sarofim (1969) yield best agreement with 
measurements in this wavelength range, all three data sets un- 
derestimate the measurements of specific extinction coefficients. 
This is probably due to their low E(m) values in the infrared, 
as will be demonstrated in the following by evaluating Eq. (6) 
at X~ = 0.514 #m and )t2 = 5.2 #m, and taking the ratio: 

E(k.)  _ k2 Ke(X2) 
- -  [1 + p, , , (X,)]  (10 )  

E(k2) X~ Ke(Xl) 

since the scattering is negligible at 5.2 #m, i.e., ps,(X2) ~ O. 
Noting that all the quantities on the right-hand side of Eq. (10) 
are known from the measurements, the ratios between E(m) at 
5.2 and 0.514 #m can be calculated. This yields E(5.2 /.zm)/ 
E(0.514 #m) = 1.89 with a standard deviation of 0.18 for all 
the fuels. This ratio is given by Dalzell and Sarofim (1969), 
Lee and Tien ( 1981 ), and Chang and Charalampopoulos (1990) 
as 1.38, 1.00, and 1.21, respectively. Thus, the closest agreement 
is obtained from the refractive indices of Dalzell and Sarofim 
(1969), underestimating the measured value by 27 percent. 
Nevertheless, the differences between predictions and measure- 
ments are typically 50-100 percent at long wavelengths. These 
results also suggest a value of E(m) = 0.42 at 5.2 #m, when 
E(m) at 0.514/zm is taken to be 0.23. 

The emissivities of the soot aggregates are illustrated as a 
function of wavelength for propylene in Fig. 5. Spectral emis- 
sivities are obtained from Eq. (7) using the measurements of 
specific extinction coefficients. Again, the predictions are based 
on the RDG/PFA theory with refractive indices from Dalzell 
and Sarofim (1969), Lee and Tien (1981), and Chang and 
Charalampopoulos (1990). Similar to the results for specific 
extinction coefficients, the predicted emissivities are overesti- 
mated in the UV and underestimated in the IR. On the other 
hand, measurements and predictions are in good agreement for 
visible wavelengths. Among the three, the refractive indices 
from Dalzell and Sarofim (1969) appear to be yielding best 
estimates of emissivities, followed by the results of Chang and 
Charalampopoulos (1990). It is a puzzling fact that not only 
this study but also other studies (Sivathanu et al., 1993; Choi 
et al., 1994; Dobbins et al., 1994) find that the refractive index 
data from the highly criticized ex-situ reflection measurements 
of Dalzell and Sarofim (1969) yield predictions that are in good 
agreement with the scattering/extinction/emission measure- 
ments in the visible and near-infrared portions of the spectrum. 
Why this is so is not clear and certainly merits further investiga- 
tion. However, the overall differences between the measured 
and predicted spectral emissivities in the infrared may result in 
significant differences (20-40 percent) in the total emittance 
for typical flame temperatures. It should be mentioned that the 
results for other fuels were similar and will not be discussed 
here. 

Experimental Correlation for Spectral Properties. As 
discussed in the introduction, it is well established that the 
Drude-Lorentz model is not only inappropriate for soot-like 
materials but also involves several unknown parameters. As a 
result, although it was desirable to obtain spectral refractive 
indices of soot, application of any dispersion model was 
avoided. On the other hand, several authors (see, for example, 
Siegel and Howell ( 1981 ), and Siddall and McGrath (1963)) 
have reported that the specific extinction coefficients of soot 
varied with wavelength according to: 

Kelf~ ~ X ~< ( l l )  

The use of Eq. ( 11 ) is practical in radiative heat transfer calcula- 
tions for soot, since the expression does not involve the compli- 
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cations of refractive indices. Thus, a similar correlation was 
sought for the present test conditions. The least-square fits of 
the measurements in the wavelength range of 0.514-5.2 ,am 
yielded a value of c~ = 0.83 with a standard deviation of 0.04 
for the four fuels considered in this study. The values suggested 
by the refractive indices of Dalzell and Sarofim (1969), Lee 
and Tien (1981), and Chang and Charalampopoulos (1990) 
are in the range of 0.94-1.21, which are 13-47 percent higher 
than the present measurements. Additionally, the experimental 
correlation given above implies that E(m) should increase 
slightly with increasing wavelength, i.e., E(m) 0: ~k 0.17 in the 
infrared. This also suggests that the refractive indices of soot 
are weak functions of wavelength in this part of the spectrum. 
This behavior, however, differs from the behavior of available 
refractive indices in the infrared, as can be seen from Fig. 1, 
which shows a decrease (Dalzell and Sarofim, 1969; Lee and 
Tien, 1981 ), or almost no variation (Chang and Charalampo- 
poulos, 1990) of E(m) with increasing wavelength in the infra- 
red. 

Other evaluations of oz directly from extinction measurements 
are available in the literature. Siddall and McGrath (1963) ex- 
tensively studied the spectral behavior of several types of soot 
in the infrared portion, reporting c~ = 0.77-1.25. However, 
most of their measurements involved optically thick conditions, 
where use of Eq. (5) is questionable, as discussed previously. 
Consistent with this observation, their measurements with avtur 
kerosine and amyl acetate soot had similar extinction levels to 
present study and yielded o~ = 0.77 and 0.89, respectively. 
These values are in excellent agreement with the present mea- 
surements, which may imply that the results of the present study 
can be extended to other types of fuel. Additionally, their claim 
of variation of ce with wavelength should be interpreted with 
great caution, since the method used to calculate ce at each 
wavelength involved high experimental uncertainties due to tak- 
ing successive logarithms. Thus, c~ = 0.83 appears to be reason- 
able with a wavelength range from the visible to infrared. 

Effect of Fuel Type on Soot Refractive Indices. Table 1 
is a summary of soot refractive index properties found during 
the present study. The table includes F(m)/E(m) at 0.514 ,am, 
the ratios of the values of E(m) at 5.2 ,am and 0.514 ,am, and 
the values of o~, representing the spectral variation of refractive 
indices in the range of 0.514-5.2 ,am. As can be seen from 
Eqs. (9), (10) and (11), these parameters are all obtained 
without using any assumptions including soot volume fraction. 
The changes in all three measurements with fuel type were 
within present experimental uncertainties, suggesting that the 
refractive indices of soot are relatively independent of fuel type 
from visible to infrared for the present test conditions. In view 
of similar observations of Sivathanu et al. (1993) for soot within 
laminar premixed flames, this weak dependence may apply to 
other flame environments, simplifying both in-situ soot volume 
fraction determinations and radiative heat transfer calculations. 

T a b l e  1 

Fuel F(0.514 ltm)/E(0.514 ~ra) E(5,2 I.tm)/E(0.514 Inn) ~, 

Acetylene 0.66 2.07 0.84 

Propylene 0.84 1.77 0.87 

Ethylene 0.85 2.01 0.78 

Propane 0,77 1.71 0.82 

Mean (stand. dev.) 0.78 (0.69) 1.89 (0.18) 0.83 (0.04) 

a Measuremcnls involve overrwe soot for buoyant turbulent diffusion flames burning in air 
for the designated fuel, 

However, additional studies in various flames will be required 
in order to firmly establish the insensitivity of refractive indices 
to fuel type. 

Conclusions 
The spectral extinction coefficients of soot were measured in 

the wavelength region of 0.2-5.2 'am. Four hydrocarbon fuels 
were considered in order to vary H/C ratios in the range 0.08 
to 0.22. Test conditions were limited to the fuel-lean (overfire) 
region of buoyant turbulent diffusion flames in the long resi- 
dence time regime, where soot morphology, and soot scattering 
properties at 0.514 ,am, were known from earlier work (Krylti 
and Faeth, 1992, 1994a). The results of the present measure- 
ments were combined with earlier findings in order to evaluate 
existing refractive indices in the literature. The major conclu- 
sions of the study are as follows: 

1 The refractive indices determined by Dalzell and Sarofim 
(1969), and Chang and Charalampopoulos (1990) were in good 
agreement with present extinction and scattering measurements 
in the visible. The values from Lee and Tien (1981), however, 
gave less satisfactory results in the same wavelength region. 
Additionally, the present study suggests a complex refractive 
index of m = 1.54 + 0.48i at 0.514 'am, which is in best 
agreement with the measurements of Dalzell and Sarofim 
(1969) at visible wavelengths. 

2 The specific extinction coefficients of soot were found to 
vary with wavelength from visible to infrared according to K,,/ 
fo c< h -° ,  where ~ = 0.83 ± 0.08 for all the fuels considered 
in this investigation. The spectral refractive indices from Dalzell 
and Sarofim (1969), Lee and Tien (1981), and Chang and 
Charalampopoulos (1990) yielded values of c~ that are 13-47 
percent higher than the measured value, which would result in 
an underestimation of total emittance up to 40 percent for typical 
flame temperatures. 

3 The present spectral extinction measurements, together 
with previous scattering results, showed that the ratios of F (m)/ 
E(m) at 0.514 ,am, the ratios of values of E(m) at 5.2 ,am and 
0.514 'am, and the values of ~, representing the spectral varia- 
tion of refractive indices in the range of 0.514-5.2 ,am did not 
change with fuel type within experimental uncertainties. All 
three measurements suggest that soot refractive indices are rela- 
tively independent of fuel type for the visible and infrared spec- 
tral ranges for the present test conditions. 
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Analytical Study of Critical 
Heat Flux in Two-Phase 
Thermosyphon: Relationship 
Between Maximum Falling 
Liquid Rate and Critical 
Heat Flux 
An analytical study has been done on the critical heat flux of  a two-phase thermosy- 
phon, in which a liquid film and a vapor flow exist in a countercurrent annular flow. 
The CHF point on the thermosyphon is proved to correspond to a maximum falling 
liquid rate fed to the thermosyphon, which can be determined from three equations 
of  momentum, its partial derivative with void fraction, and mass balance in the 
thermosyphon. This maximum point, furthermore, becomes identical to the point at 
which an envelope line generated from the momentum equation and its partial deriva- 
tive intersects the mass balance line. The CHF calculated from the maximum liquid 
rate is found to be in fairly good agreement with the existing CHF data. 

1 In troduc t ion  

Critical heat flux (CHF) phenomenon in a two-phase ther- 
mosyphon is very complicated and is usually considered as 
a kind of phenomenon closely related to "flooding" during 
countercurrent flow of vapor and liquid in a tube. As a result, 
most generalized correlations for CHF data have so far de- 
pended mainly on a flooding criterion. 

According to a review on flooding (Bankoff and Lee, 1986), 
there are two different viewpoints: One (Imura et al., 1977; 
Tien et al., 1980) is that the flooding is thought to be caused 
by some kind of wave motion or instability, which appears on 
the gas-liquid interface, and another (Wallis, 1967; Bharathan 
et al., 1979; Taitel et al., 1982; Dobran, 1981) is that flooding 
is initiated by a limiting condition for the countercurrent flow 
as either liquid or gas flow rate is increased. If there are one- 
dimensional momentum equations for gas and liquid and these 
can be manipulated to give an equation, namely F(JL," * j ~, a )  
= O, the limiting condition is determined by an envelope, which 

F '* '* is generated by eliminating a from (JL, JG, a )  = 0 and its 
derivative with a, namely ' * ' * G(JL,  a)  = OF(jL*, "* Jc ,  J c ,  a ) l  
Oa = O. 

e ( j  a* '* , J a ,  a)  = 0 (1) 

. , . ,  OF(j~,ja*,  a)  0 (2) G ( J L , J c ,  a)  = 

where jL* and '* J c are nondimensional velocity of liquid and 
vapor, respectively, and the parameter a is void fraction. The 
envelope line gives the one-parameter family of curves in the 
(JL, ja*) plane and is considered to be the locus of tangents 
to the operating lines in the ' * ' * J c) plane constant (J L, for void 
fraction and provides a limiting curve separating the operating 
region from an unattainable region for countercurrent flow. An- 
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other understanding of OF/Oa = 0 is an optimum force balance 
. *  

among external forces depending on j L, j a* and a from a 
combination of ' * J c, j ~, and a that satisfies the momentum 
equation. 

For the case of a two-phase thermosyphon, the continuity 
equation for two phases at any cross section in a tube becomes 

1/2 "* 1/2 '*  
PLjL = PGjO or PL Jm = PC Jc (3) 

It is clear that the point at which the line given by Eq. (3) 
intersects the envelope line corresponds to the limiting condition 
for the two-phase thermosyphon and thus controls the critical 
heat flux. 

Katto and Watanabe (1992) analyzed the limiting conditions 
of steady-state countercurrent annular flow with interfacial fric- 
tion, assuming a continuous change in the liquid film thickness 
along the tube wall, and predicted the critical heat flux of boiling 
in a vertical tube and an annulus with a saturated-liquid plenum 
at the top and a closed bottom end. More recently, Katto (1994) 
has refined the idea such that the condition that the void fraction, 
a (or 6/D) in Eq. (1) has an identical root for any constant 
.*  

J L, to provide a curve on the ' * (J L, j ~*) plane. Thus an intersec- 
tional point between the curve and Eq. (3) corresponds to the 
limiting condition for the thermosyphon, that is the critical heat 
flux. The analytical result computed in this way is reported to 
be in fairly good agreement with their CHF data in a two-phase 
thermosyphon. The Katto idea has merit in grasping the physical 
meanings of CHF, because if ' * J a increases beyond the identical 
root of a or ~/D, a real number for 6/D does not exist to satisfy 
Eq. (1). 

More recently, Sudo (1994) has considered a limiting condi- 
tion of falling liquid in countercurrent flow. The maximum 
falling liquid rate can be determined from the condition of 
Oj ~/06 = 0 for constant j ~ together with Eft. ( 1 ). Sudo proves 
by using a geometric relationship, (1 - ,/~) = 26/D, that the 
line derived in such a way becomes identical to the envelope 
line generated from Eqs. (1) and (2). The point at which the 
line determined by his method intersects the line of Eq. (3) is 
considered to give a CHF point in the thermosyphon. In addi- 
tion, it is pointed out that the usage of OjL*/&5 = 0 can reduce 
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calculation time needed to obtain the envelope line compared 
with the procedure of getting it from Eqs. (1) and (2) .  

The present study shows that Katto 's  criterion is basically 
identical to Sudo's;  a method is proposed to calculate the maxi- 
mum rate of falling liquid easily in the countercurrent flow in 
the vertical tube by following their criterion. The maximum 
value derived thereby provides the critical heat flux in a two- 
phase thermosyphon. The predicted values are found to be in 
fairly good agreement with both the existing CHF data and the 
correlation of Imura et al. (1983).  In addition, this criterion 
will be compared with the Helmholtz-based instability from 
which a maximum film thickness can be determined under a 
stable falling liquid. 

2 Relationship Between Envelope Line and Maxi- 
mum Falling Liquid 

The momentum equation governing countercurrent flow in 
the channel can be generally given by a functional form such 
as Eq. ( 1 ). Taking into account a small change in void fraction 
c~ of Eq. (1) ,  one can write the following relationship: 

_ _  O" * OF OF Oj* + OF j ~  + - -  = 0 (4) 
Oj~ Oa Oj~ Oa Oa 

Equation (4) shows that if 

Oj*/Oa = Oj* l&e = 0 (5) 

then Eq. (4) becomes Eq. (2) .  On the other hand, the fact that 
liquid film thickness, 6 is a function of void fraction, o~(26/D 
= 1 - ~ a  and 06/Oa = 0),  shows that Eq. (5) is totally 
identical to the following expression: 

Oj*lO6 = O j * ~0 6  = 0 (6) 

Therefore, the ordinary method in which the envelope line is 
generated from Eqs. ( 1 ) and (2) can be concluded to be identi- 
cal to one employed by Sudo (1994),  which derives the enve- 
lope line using Eq. (1) and either Eq. (5) or Eq. (6) in place 
of  Eq. (2) .  In addition, the envelope line determined thereby 
is understood to provide a maximum value of both j *  and 
J G with respect to a change in a.  

Meanwhile, Katto (1994) draws a J L - J *  curve using the 
, *  

condition that for a constant j L, ol in Eq. (1) becomes the 
identical root or does not exist as a real root, with an increase 
in ' * J a. It is mathematically concluded that his procedure just 
corresponds to Eq. (2) .  As the result, Katto's method is equiva- 
lent to Sudo's  and both methods first draw the envelope line to 
give the limiting condition for countercurrent annular flow. 

3 Application to CHF and Criterion of CHF Occur- 
rence in the Thermosyphon 

Equation (3) exists at any cross section in the two-phase 
thermosyphon. Substituting Eq. (3) into Eqs. (1) and (2) ,  we 
can get the following equations: 

F((pG/pL)t/2 .* .* J G , J a ,  a )  = 0 (7) 

1 + PG O___ft_ Oj_....~ + _ _  = 0 (8) 
\ PL / / O j *  Oa Oa 

We assume that CHF takes place when mass flow rates for 
liquid and vapor at the entrance of  the thermosyphon reach the 
maximum values, namely Ojc*/Oa = 0. At the CHF point, 
Equation (8) becomes 

1/2 ' *  , $  OF((Pa/pL) JG,JG,  o~) 
= 0 (9) 

Equation (9) is the same as Eq. (2) .  
The maximum point of  ' * J G and the a value at this point are 

calculated by simultaneously solving Eqs. (7) and (9) .  This 
method basically agrees with Katto's and Sudo's  concepts, 
which require first obtaining the envelope and then looking for 
the intersection point between the envelope line and Eq. (3) .  
On the other hand, this procedure provides the intersection point 
directly and also reduces the calculation time with higher accu- 
racy than their techniques. 

4 Calculation of CHF Value in Thermosyphon 

4.1 Momentum Equations for Liquid and Vapor Flows. 
Liquid and vapor will be assumed to flow past each other in 
steady-state countercurrent flow in a pipe as shown in Fig. 1. 

For the control volume I (total cross section) in a round pipe, 
the force balance is: 

dp 71-D 2 

dz 4 

~ D  2 
- -  + Tw~D = [pL(1 -- ~ )  + PG~]g--7-- (10) 

4 

For the control volume II (see Fig. 2) ,  which includes only the 
gas phase, one has: 

dp ~rD 2 7rD 2 
Ol -- riTrD~f~ = pGgO~ - -  ( 11 ) 

dz 4 4 

We can eliminate the pressure drop from Eqs. (10) and (11) 
and eventually we get: 

N o m e n c l a t u r e  

Bo = Bond number = D2g(pL - PG)/ 
O" 

Bo* = corrected Bond number = 
[(D2gpL)/o .] 1/2 

C~ = constant = 
( pc,/ pL ) / ( kCwBo / C 2 ) 

Cw = friction factor on the wall 
C~ = friction factor on the interface 
O 

F =  

g 
Hiu = 

jc~ = 
jL = 

j~= 
j*= 

diameter of a heated tube 
function derived by a manipula- 
tion from momentum equations 
gravitational acceleration 
latent heat of  evaporation 
superficial velocity of vapor 
superficial velocity of liquid 

' 1/2 JGPa /[g(Pz pc,)D] 1/2 
jLp)f2/[g(pL -- pc)D] 1/2 

k = ratio = kH/[4~r6(! + pGIpD] 
L = length of the heated tube 

qco = critical heat flux for saturated boil- 
ing 

Rec = film Reynolds number = 4 pLUL6/ 
#L = 4Lq/(HIg#L) 

R% = Reynolds number of vapor for rel- 
ative velocities 

uL = liquid velocity = jL/(1 - a )  
uG = vapor velocity = j a / a  

z = distance measured from the tube 
bottom 

c~ = the void fraction of the gas 
6 = liquid film thickness 
)t = Helmholtz wavelength 

#~. = dynamic viscosity of saturated liq- 
uid 

#G = dynamic viscosity of  saturated va- 
por 

Pr = density of saturated liquid 
Pc = density of saturated vapor 
cr = surface tension 

Ti = interracial shear stress = Cipa(ua 
+ U L ) 2 / 2 )  = CiPGj2a[(2C¢ 2) {1 + 
ajL/[(1 - a) jG]  }2 

% = wall shear stress = C~,pLu2/2 = 
C~,PLj2/[2(1 -- a )  2] 

= (4L/D)(qco/paHjg)/  

~crg(pL - PG)/P~ 
4, = parameter in Fig. 5 = 

o~D/L 
R% 

32.0[1 + a / ( 1  - a)(pc lpL)]  
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Fig. 1 Momentum balance for countercurrent annular flow 

4Tw + 4Ti 
- ~ a  = (PL -- pG)g(1 -- a )  (12) 

where the values of rw and r~ in Eq. (12) can be evaluated by 
using the friction factors, C~ for the wall and Q for the interface, 
which can be provided by the superficial velocities for liquid 
and vapor. Substituting these relations for rw and r~ in to Eq. 
(12) and then rearranging it using nondimensional velocities 
of jL* and '* J G, we can get the final equation as: 

01512j 1 + 1 - a \ PL / 7 

2C,~ ~2 
+ ( - - - _ g ~ j  = 1 - o ~  (13) 

Equation (13) is the same as one employed in a separate flow 
model (Sudo, 1994; Bharathan et al., 1979; Bharathan and Wal- 
lis, 1983; Richter, 1981). 

Substitution of Eq. (3) into Eq. ( 13 ) gives the concrete func- 
tional form of Eq. (7) as: 

F ( J c ,  a )  = - ~ j G  1 + 1 - a 

2Cw PGj~2 _ (1 -- a )  = 0 (14) 
+ (1 - 7~) ~ p~ 

The maximum value of j *  in Eq. (14) can be determined 
differentiating it as shown in Eq. (9). 

In order to calculate the solution from Eqs. (9) and (14), 
one has to evaluate the friction factors C~ and C~. These friction 
factors employed in the present analysis are handled in the 
following way. The empirical correlation for C,~ is categorized 
into three regions depending on the film Reynolds number; the 
ones for laminar and turbulent flows are proposed by Wallis 
(1967), and the other one for transition region from laminar 
flow to turbulent flow is determined so as to connect the ones 
for both smooth regions. The equation for the transition region 
is prepared for this analysis. The other empirical correlation for 
Cg, similarly, is divided into four different equations depending 
on the Reynolds number of vapor; the one for laminar flow is 
proposed by Blangetti and Naushahi (1980), and for turbulent 
flow by Bharathan et al. (1979), and for the transition between 
laminar and turbulent flows, two equations to make the other 

two equations continuous are proposed by Katto and Watanabe 
(1992). 

4,2 Analytieal Result of Ct tF ,  The solutions of j *  and 
c~ are quickly calculated from Eqs. (9) and (14); both of these 
equations are relatively complicated functions of j * and c~. The 
calculation is iterated until convergence errors for ' * J c, and a 
become less than 10 4 except for a few cases where the conver- 
gence point appears near the transitional point of Ci and Cw and 
the convergence error only for ' * a ~, is relaxed up to 2 X 10 4. 

Figure 2 shows an example of ' * J G and a calculated for water, 
R22, and R113 from Eq. (14). The meaning of the k value and 
Eq. (23) in Fig. 2 will be described later. It is found from Fig. 
2 that a maximum point of j *  exists in Eq. (14), which can 
be provided as the root of Eqs. (9) and (14). Table 1 gives the 
maximum value of ' * J G and the value of a and some values at 
the maximum point in a range in which some experiments have 
been so far done for CHF in two-phase thermosyphons. 

Meanwhile, it may be of importance to briefly describe the 
physical meaning of OF(j ~, a ) lOa  = 0 and Oj ~lOa = 0. The 
first term in Eq. (14) related to the interface shear controls the 
flow condition at a void fraction beyond the point of OF/Oa = 
0. Conversely below the point of OF/Oa = 0, the second term 
controls. As the result, the optimum balance between the wall 
and the interface shear forces on the curve of ' * F(J a, a )  = O, 
can be considered to be reached at the maximum point of Jc' * 
from a possible combination of ' * Jc  and a. In other words, 
OF( j* ,  a ) /Oa  = 0 provides the optimum condition with re- 
spect to the void fraction. 

Finally, the critical heat flux can be calculated from the maxi- 
mum liquid flow rate through a simple energy balance, i.e., the 
heat input to the thermosyphon is consumed by the evaporation 
of liquid. The energy balance gives 

71- 
7rDLq = ~ (D2jG)pGH.fg (15) 

As the result, the CHF can be calculated through the maximum 
value of j ~ as 

D Hfg!/pG[g(pL pG)D] "* = -- JG ...... (16) qco ~-£ 

In Fig. 3, the nondimensional parameter of CHF, ~,  which 
is widely used, is plotted against the density ratio PL/PG. For 
comparison, Fig. 3 includes the existing CHF data collected for 
a two-phase closed thermosyphon by Imura et al. (1983) and 

0.8 

0.6 

0 ,4  

0.2 

. . . . . . .  

k:3 j / / / f f / t . . . . . . "  ........ NEq.(24 ) 
/ '" 

.JSY ..:"" 
k / i / ? / / / \  Eq.(14) 

zA /"' ?,,'"*' 
f , ,  

I 
0.2 

Fluid P[MPa] Bo 
.......... Water 0.1 15.9 
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R22 1.1 22.7 
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Table 1 A n a l y t i c a l  range and related v a l u e s  

Water 

Rl13 

R22 

D P ~ jG . . . .  * C~ 
mm MPa 

5 0.904 - 1.54 - 0.00596 - 
0.912 1 .67  0.00988 

7 0.921 - 1.30 - 0.00918 - 
0. i 0.925 1.38 0.0124 

9 0.931 - 1.16 - 0.0120 - 
0.903 1.20 0.0144 

i i  0.938 - 1.06 - 0.0147 - 
0.939 1.08 0.0162 

0. i 0.895- 0.633- 0.0563- 
0.896 0.637 0.0578 

0.3 0.890 0.502 0,087 
0.5 0.886 0.432 0.112 

0. i 0.910 0.562 0,0706 
0.3 0.902 0.467 0.0970 
0.5 0.897 0.409 0,119 

0, i 0.918 0.539 0.0739 
0,3 0.910 0.441 0,104 
0,5 0.904 0.390 0.126 

0,1 0.924 0.511 0.0792 
i i  0,3 0.915 0.429 0.107 

0.5 0.909 0.374 0.131 
I 

i. 1 i 0. 889 0.403 0. 108 
1.7! 0. 879 0.336 0. 137 
2.4i 0.868 0.275 0.177 
3.1 0.852 0.224 0,236 

1.1 0.896 0.375 0,123 
7 1.7 0.885 0.307 0.163 

2.4 0.871 0.246 0.225 
3.1 0.853 0.197 0.317 

1.1 0.902 0.358 0.129 
1.7 0.892 0.291 0.171 
2.4 0.878 0.229 0.241 
3.1 0.861 0.178 0.359 

l . l  0.905 0.343 0.137 
Ii 1.7 0.895 0.276 0.187 

2.4 0.880 0.215 0.274 
3.1 0.860 0,164 0.427 

Cw ~eG @ Bo k value C, Constant 
Eq. (z5) 

0.104 - 3670- 2.18- 3 .98  5.73- 40.9- 0.69 - 
0. I12 3890 2.36 5.89 16.6 0.676 

0.0764- 5020- 2.17- 7 .80  5.17- 22.5- 0.685- 
0.0809 5240 2.30 5.27 13.3 0.675 

0.0612- 6380- 2.19- 12.9 4.77- 16.0 - 0.682- 
0.0633 6610 2.28 4.83 ii. 7 0.676 

0.0515 - 7850- 2.22- 19 .3  4.47- 12.6 - 0.679 - 
0.0524 8000 2. 27 4.50 10.7 0. 676 

0. I07 8040- 1 .42  2 5 . 0  2.81 - 11.5- 0.712- 
8090 2.82 l l . l  0.711 

0.0576 9860 1.19 31.7 L48 8.77 0.719 
0.0462 ii000 1.07 37.5 2.21 8.74 0.731 

0.0736 11700 1.49 49.1 2.04 8.48 0.736 
0.0400 15200 1.31 62.2 2.41 8.66 0.784 
0.0317 17400 1.20 73.5 2.09 8.18 0.797 

0.0543 i16300 1.62 81.1 1.88 8. 21 0.803 
0.0312 i21000 1.40 103 1.71 8.76 0.810 

i 

0.0251 !24300 1.29 122 2.21 7.64 0.811 

0.0440 120900 1.70 121 1.90 7.99 0.825 
0.0256 27700 I 1.51 154 1.71 8.46 0.831 
0.0211 31700 ! 1.37 182 1.56 8.86 0.834 

0.0291 11800 0.983 35.5 2.24 7.79 0.875 
0.0253 12500 0.876 46. 3 1.89 7.43 0.889 
0.0234 12700 0.778 63.8 1.63 7.91 0.905 
0.0230 12000 0.693 91.8 1.43 7.86 0.922 

0.0216 18500 1.08 69.7 2.01 8.41 0.897 
0.0193 19200 0.947 90.8 1.71 7.52 0.907 
0.0183 19000 0.822 125 1.48 8.13 0.921 
0.0182 17500 0.721 180 1.30 7.79 0.935 

0.0176 26000 1.17 115 1.78 9.07 0.911 
0.0160 26900 1.02 150 1.53 7.38 0.916 
0.0154 26400 0.869 207 1.33 7.76 0.926 
0.0155 23600 0.739 298 1.17 7.02 0.938 

0.0152 33900 1.24 172 1.55 9.51 0.917 
0.0140 34700 1.07 224 1.34 7.03 0.919 
0.0136 33500 0.900 309 1.17 6.79 ! 0.924 
0.0138 29400 0.754 444 1.04 5.65 i 0.933 

of L/D: 5, 10, 30, 50, 100, 300, 500. 
in L/D. 

The maximum points are calculated for seven different  values 
The change of values in each column is subject to the change 

their correlation (Eq. (17)) and the Tien and Chung (1979) 
Correlation (Eq. (18)): 

= 0.64 (pa/PL) °'13 (17) 

= 3.2/{1 + (pC/pL)l/4} 2 (18) 

Tien and Chung (1979) noticed that Eq. (18) with the con- 

5 

e 3 
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5 
3 

-1  
10 10 o 

. , f l J b H  I . . , , . , , .  I , , , , , , .  I . . , . , . , 1 1  , , . , 1 . , ~ .  

T len  ~ ~ ~ 1 1 ~ 1 ~  

~ " " • Imura  et aI.Eq.(17) 

. . - - - - ' -  v ~ • ~ " ] Friction factors 
• • ~ Present  Eq,(20) 

Region of 140 C H F  data Water  : [ ]  • 

R l 1 3  : ~ , ~  
R22 : 0 • 

, , , , , , , , I  , , i r , , t i i  i , , l , , , , I  , , , , , , , , I  , , , , , , ,  

101 10 2 10 3 10 4 10 5 
PL/Po 

F i g .  3 Comparison of analytical and e x i s t i n g  r e s u l t s  

stant value of 3.2, which is derived by putting jL = 0 into 
the equation on the basis of the Kutateladze Stability Criterion 
(Pushkina and Sorokin, 1969), is in good agreement with the 
CHF data for Bo 1/2 > 30 in a two-phase closed thermosyphon 
but is not applicable for the CHF data for Bo ~/2 < 10. Therefore, 
they revised the constant 3.2 to connect the CHF to large Bo 
as well as small Bo, yielding Eq. (18). 

3.2 tanh (0.5 BO 1/4) 
= (19) 

{1 + (p6/PL)l/4} 2 

Tanh (0.5 Bo 1/4) can  be approximated within an error of _+ 10 
percent by 0.474 Bo 1/8 for 1 < Bo < 500. 

Equation (19) in Fig. 3 used other friction factors employed 
by Sudo (1994), which will be described later. CHF data col- 
lected so far have been obtained for the range of Bond number, 
Bo = 10 to 500. Smirnov (1984) separately proposed Eq. (17) 
except that the constant is slightly changed from 0.64 to 0.65 
and also the exponent from 0.13 to 0.1. The broken line in Fig. 
3 is Eq. (24), which will be discussed in section 5.2. 
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Fig. 4 Comparison of analytical values and CHF data 

Figure 3 shows that the CHF values predicted from Eqs. (9) 
and (14) are in fairly good agreement with the existing CHF 
data as well as Eq. (17). In addition, the analytical result shows 
that the CHF tends to be proportional to Bo 1/8, which is similar 
to the dependence predicted by Eq. (19), while Imura et al. 
(1983) reported little effect of the Bond number on the CHF. 
A variation of this effect on CHF is only 1.63 (=501/8) times 
when Bond number changes from 10 to 500. Therefore, it may 
be difficult to distinguish this effect from uncertainties explic- 
itly. 

Figure 4 shows the CHF data measured for open and closed 
thermosyphons by Monde et al. (1992) and Monde (1995) 
plotted against the density ratio to compare them with the ana- 
lytical result. Table 2 lists the statistical deviations when the 
analytical values are compared with Eq. (17) and CHF data. 

Figure 4 and Table 2 show that the predicted values are in 
fairly good agreement with the CHF data. 

4.3 Effect of Friction Factors on CHF. The friction fac- 
tors of Cw and Ci needed to calculate j6* from Eqs. (9) and 
(14) influence the value of CHF. Therefore, their effects on 
CHF are compared by employing different expressions Eq. (20) 
for them, in accordance with the results of Suds (1994). 

For the liquid flow, 

Cw = 16.0/ReL (ReL --< 2000) 

= 1.76 X 10 -1° Re2L "32 (2000 ~ ReL ~ 4000) 

Table 2 Comparison of CHF measured and predicted 

Comparison of Comparison of 
Eq.(17) Experimental data 

Friction factors Present Eq.(17) 
Present Eq.(20) Analysis 

E x 0.102 0.086 -0.018 0.094 
E 2 Total 0.143 0.359 Total 0.231 0.199 
E~ (224) 0.165 0.543 (214) 0.281 0.241 

E 1 0.260 -0.494 -0.040 0.239 
E 2 Water 0.260 0.494 Water 0.145 0.239 
E 3 (28) 0.261 0.546 (8) 0.176 0.275 

E x 0.169 -0.207 -0.177 0.092 
E 2 Rl13 0.169 0.207 Rl13 0.230 0.168 
E 3 (84) 0.183 0.253 (105) 0.283 0.211 

E] 0.013 0.440 0.149 0.102 
E 2 R22 0.094 0.440 R22 0.237 0.233 
E 3 (112) 0.110 0.467 (t01) 0.279 0.268 

The number of the parentheses is one of the referred data 

Average error 
Mean deviation 
Standard deviation 

:Et = x ( 1- q0Jqo,p )/N 
:E= = X I 1- q J % . l / N  
:E3 = /Z  (1 " = - q.t/q.l, )/N 
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Fig. 5 Comparison of present and Sudo's friction factors 

= 0.314 ReX 1/4 (4000 -< ReL) (20a) 

For the vapor flow, 

Ci = 0.008 + m(2/D)" 

m = 0.3304 (Bo*/2)"Bo *°'2s 10 9"07/B°* 

n = 1.63 + 4.74/Bo* (20b) 

For reference, Fig. 5 shows the difference among the employed 
factors in the range of the Reynolds number for liquid film and 
vapor where the solutions of Eqs. (9) and (14) exist. 

The comparison of both results has already been shown in 
Fig. 4. Table 2 shows a comparison of the difference brought 
about by the different factors with Eq. (17). The comparison 
of the predicted CHF values and Eq. (17) as well as the existing 
CHF data (see Figs. 4 and 5) shows that the friction factors 
employed in the present analysis provide better results than 
those from Eq. (20). The reason is that Eq. (20) gives larger 
values of Cz than Eq. (15), that is the larger values of C~ 
increase the limitation of the failing liquid flow rate. However, 
the present procedure strongly supports the criterion that the 
occurrence of the CHF is restricted by the maximum rate of 
falling liquid, although the analytical values are influenced by 
the friction factors. 

5 Re la t ionsh ip  B e tween  Instabi l i ty  and M a x i m u m  
Fal l ing  L i q u i d  Concepts  

Monde et al. (1993) previously analyzed the CHF in two- 
phase thermosyphons from the viewpoint that the critical heat 
flux takes place when the interface of the annular flow becomes 
unstable. The stable condition about a wavelength on the inter- 
face is specified from the Helmholtz instability as follows: 

k/[27r(1 + PalpL)] ~ ~rlpa(ua + UL) 2 (21) 

In addition, an assumption was introduced that the wavelength 
is proportional to the film thickness because three unknowns, 
jc,  a (or ~), and k, occur in Eqs. (14) and (21) so that one 
more independent equation was needed. 

h = k[47r6(1 + PG/PL)] (22) 

Although the wavelength seems to be independent of the liquid 
film thickness, several researches (Anshus, 1972; Pierson and 
Whitaker, 1977; Imura et al., 1976; Richter, 1981; Moissis, 
1963; Tippets, 1964) in work related to falling liquid film and 
flooding problems have discussed a relationshlp between the 
wavelength and the liquid film thickness. 

5.1 Relationship Between the Wavelength and Liquid 
Film Thickness. The relationship between the wavelength 
and liquid film thickness has been studied experimentally and 
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theoretically when the liquid film falls down along a vertical 
plate and pipe. According to Anshus (1972) and Pierson and 
Whitaker (1977), the value of k in Eq. (22) is a function of 
two parameters, cr(2pL/(#4Lg)) 1/3 and the Reynolds number. 
The k value, for example, can be derived by reforming the 
equation proposed by Anshus (1972) using the film Reynolds 
number as follows: 

k = 0.867(1 + pJpz)-l[O'(2pL/(/z~g))l /3] 4/11 ReL |/3 (23) 

This correlation is found to be in good agreement with the 
relationship numerically predicted by Pierson and Whitaker 
(1977). The k values in Table 1 are calculated by using the 
values at the maximum point. 

On the other hand, several studies about the flooding phenom- 
enon in a countercurrent annular flow assume that the film 
thickness is proportional to the wavelength as indicated in Eq. 
(22). Richter (1981), for example, gave k = 1 as the limiting 
condition for the liquid film to be kept stable. The experiments 
of flooding in an air -water  system (Imura et al., 1976; Moissis, 
1963; Tippets 1964) show k = 1 - 3 (k/6  = 10 - 40) where 
the interface became unstable, although the value changes de- 
pending on the pipe diameter and the physical properties in- 
volved. It should be pointed out that in the experiment with 
the air-water  system, mass flow rates of air and water are 
independently controlled so that the unstable situation happened 
at a relatively high velocity compared with that in the thermosy- 
phon in which the vapor and liquid velocities are determined 
as a function of the heat input from the heat balance equation. 
In addition, the thickness of the liquid steadily decreases due 
to evaporation along the vertical wall. Taking such a difference 
into account, we guess that the k value becomes larger in the 
thermosyphon than that in the flooding experiment, since the 
relative velocity between the vapor and the liquid in the ther- 
mosyphon becomes rather small and thus a long wavelength 
can exist stably. 

Eliminating k from Eqs. (21) and (22) and normalizing it, 

we can get a final form for j ~ and c¢ as: 

o~ 2 

(1 - ~ )  1 + 1 - o ~ \ ~ / /  

Equation (24) specifies the regime of j ~  and a where the 
vapor-l iquid interface remains stable. Figure 2 shows the stable 
condition for different values of k and j ~ and a curves derived 
from Eq. (14) on the j ~ - c e  diagram. It is found from Fig. 2 
that for the case of k = 3, the cross point appears before the 
maximum point is reached, while for k = 1, the cross point 
exceeds the maximum point. In other words, the unstable situa- 
tion takes place before the maximum point is reached for k = 
1, and beyond the maximum point for k = 3. This fact implies 
that if the k value could b e  measured in an experiment, the 
crossing point calculated from Eqs. (14) and (24) with Eq. 
(23) probably coincides with the maximum point. 

5.2 CHF Due to Instability. Monde et al. (1993) derived 
the following expression predicting the CHF from Eqs. (14) 
and (24) for the case of 6/D (= (1  - ~/~)/2) ~ 1, ut. ~ uG, 
andC1 = (pJpL) (kCw Bo/C~ 2) >> 1. 

dp = [4/(Cwk 3 Bo)]l /S(pL/pc)l ts  (25) 

This expression is similar in functional form to Eq. (17) except 
for the constant including the Bond number, the k value, and 
the wall friction factor. The assumptions used to derive Eq. 
(25) are found to be reasonably satisfied from the values of the 
4th and 12th columns in Table 1. Furthermore, the last column 
shows that the constant in Eq. (25) for the k value at the maxi- 
mum point is in astonishingly good agreement with that in Eq. 

(17). Figures 4 and 5 show that the CHF value predicted by 
Eq. (25) is in better agreement with the existing CHF data than 
those calculated from Eqs. (9) and (14). 

However, when two different methods to predict the CHF 
theoretically are compared, the way that the CHF takes place 
when the instability of wave is initiated has a weak point in 
determining the value of the unknown parameter, k, while the 
another way using Eqs. (9) and (14) has no ambiguity in calcu- 
lating the maximum rate of falling liquid. 

6 Conclusions  
. An analytical study has been made of critical heat flux of a 

two-phase thermosyphon, in which a liquid film and a vapor 
flow in a manner of countercurrent annular flow, leading to the 
following conclusions: 

1 The procedures proposed from different points of view 
by Katto and Sudo are shown to be equivalent, by which 
the envelope line is first obtained to give the maximum 
falling liquid rate fed into the thermosyphon. 

2 A method to obtain the maximum falling liquid rate di- 
rectly from Eqs. (9) and (14) is developed. 

3 The analytical value of CHF in the thermosyphon calcu- 
lated from the maximum liquid rate is in fairly good 
agreement with the existing CHF data. 
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Determination of the Boiling 
Enhancement Mechanism 
Caused by Surfactant Addition 
to Water 
In the present investigation, boiling heat transfer coefficients are measured for  an 
electrically heated 390-1am-die, platinum wire immersed in saturated water, and in 
water mixed with three different concentrations of  sodium dodecyl sulfate (an anionic 
surfactant). The addition o f  a surfactant to water is known to enhance boiling heat 
transfer. A recently developed photographic~laser-Doppler anemometry measure- 
ment technique is used to quantify the vapor volumetric flow rate departing from the 
wire during the boiling process. The volumetric flow rate data are used to calculate 
the latent heat and, indirectly, the convection heat transfer mechanisms that constitute 
the nucleate boiling heat flux. Comparisons are made to determine how the heat 
transfer mechanisms are affected by the surfactant addition, and thus, which mecha- 
nism promotes boiling enhancement. The present data are also compared with similar 
data taken for  a 75-1zm-dia wire immersed in saturated FC-72 (a highly wetting 
liquid) to provide increased insight into the nature of  the boiling heat transfer 
mechanisms. 

Introduction 
In nucleate boiling, two different modes of heat dissipation 

are responsible for the total heat removal: latent heat and con- 
vection: 

qTot = qLH + qCONV ( 1 ) 

Latent heat removal takes place when liquid vaporizes and 
leaves the surface. Convection, depending on the boiling regime 
and bulk fluid conditions, can be divided into microconvection, 
Marangoni flow, and natural convection. Microconvection heat 
transfer results from sensible energy being removed by entrain- 
ment of the superheated liquid in the departing bubble's wake. 
Marangoni flow is induced by the surface tension gradient that 
exists at the bubble's liquid/vapor interface while it is still 
attached to the heated surface. Natural convection occurs when 
sensible energy is removed from nonnucleating portions of the 
heated surface due to currents established by density gradients. 
Marangoni flow is usually only significant with subcooled or 
gas-saturated bulk fluids. Natural convection is important in the 
partially developed nucleate boiling regime (surface partially 
covered with active nucleation sites). Further understanding of 
these mechanisms is needed to enable the development of more 
accurate pool boiling heat transfer prediction models. 

Previous investigators (McFadden and Grassmann, 1962; 
Rallis and Jawurek, 1964; Paul and Abdel-Khalik, 1983) have 
employed various photographic techniques to determine key 
boiling parameters such as bubble departure diameter, departure 
frequency, and nucleation site density. Several investigators 
have presented experimental results of these key boiling param- 
eters and most have used them to calculate contributions to total 
heat flux from a heated surface. Despite their merits, however, 
the methods used by these investigators require the analysis of 
a large number of individual photographic frames at each heat 
flux. 

Contributed by the Heat Transfer Division and presented at the ASME Interna- 
tional Mechanical Engineering Congress and Exposition, San Francisco, Califor- 
nia, November 12-17,  1995. Manuscript received by the Heat Transfer Division 
August 1995; revision received January 1996. Keywords: Boiling, Flow Visualiza- 
tion, Measurement Techniques. Associate Technical Editor: R. A. Nelson. 

The present investigators recently developed a single-photo 
measurement technique (Ammerman et el., 1996) to enable 
rapid quantification of pool boiling heat transfer mechanisms. 
This measurement technique combines a single video image 
with laser-Doppler anemometry (LDA) bubble velocity data to 
determine the volumetric flow rate of vapor above a heated 
surface. The advantage of this over previous methods is that it 
requires the analysis, in many cases, of only a few photographs 
per heat flux. In addition, this technique evaluates bubbles de- 
parting from multiple cavities, instead of focusing on an isolated 
nucleation site. 

Boiling Enhancement With Surfactants. The addition of 
surfactants to water has been known to reduce the surface ten- 
sion and enhance the rate of boiling heat transfer. A reduction 
in interracial tension decreases the pressure required within a 
vapor bubble, as indicated by the Young-Laplace equation 
(Carey, 1992). This decrease in vapor pressure translates into 
a corresponding decrease in heater surface temperature, re- 
sulting in boiling enhancement. 

Frost and Kippenhan (1967) investigated forced convection 
boiling of subcooled water with varying concentrations of a 
surfactant ( "Ultra Wet 60L" ) in an annular test section. They 
observed that addition of the surfactant enhanced the rate of 
heat transfer. They measured bubble growth and collapse rates 
with the aid of high-speed photography (7500 frames per sec- 
ond) to estimate the latent heat contribution to the total heat 
transfer. Their results showed that the latent heat component 
increased from approximately 50 to 80 percent of the total heat 
flux as the surface tension was reduced by 50 percent. 

Tzan and Yang (1990) performed a detailed investigation of 
saturated nucleate boiling from an electrically heated, 3.35- 
mm-OD stainless steel tube immersed in saturated water with 
varying concentrations of an anionic surfactant (sodium dodecyl 
sulfate). Because the concentrations were low, addition of the 
surfactant to water caused no significant change in physical 
properties, except for the surface tension, which was greatly 
reduced. Their results showed dramatic increases in nucleate 
boiling heat transfer versus surface tension reduction. 
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Table 1 Property comparison between water and FC-72 

Sat. Liuuld Prouertv (1 arm) 

Surface Tension (N/m) 

Heat of Vaoorization (kJ/k~l 

Thermal Conductivity (W/re°K) 

Specific Heat (kJ/kg°C) 

Thermal Diffusivity (m2/s) 

Prandtl Number 

Liquid Densitv (kg/m 3) 

Vapor Density (kg/m 3) 

Dynamic Viscosity (Ns/m 2) 

Water F C - 7 2  

0.0589 0,008~ 
2257 95.1 

0.680 0.054 

41217 1.089 

1.68x10 -7 3.10x10 -8 

1.76 9.69 

958 

0.596 

1602 

13.07 

2.79x10, 4 4.80x10 -4 

R a t i o  

7.07 

23.7 

12.6 

3,87 

5.43 

0.18 

0.60 

0.045 

0.58 

Present Investigation. In the present investigation, the sin- 
gle-photo method is used to determine the boiling heat transfer 
mechanisms from a 390-#m-dia, platinum wire immersed in 
saturated water, and in saturated water with two different mass 
concentrations (500 and 1000 ppm) of sodium dodecyl sulfate 
(SDS). Comparisons are made to determine which heat transfer 
mechanisms are affected by the surfactant addition, and thus, 
which mechanisms promote boiling enhancement. The water 
data are also compared with data generated for a 2-cm-long, 
75-#m-dia platinum wire immersed in saturated FC-72 (Am- 
merman et al., 1996). FC-72 is a highly wetting dielectric liquid 
with applications in immersion cooling of electronic equipment. 
Property data for both water and FC-72 are shown in Table 
1, along with the water-to-FC-72 property ratio. Although the 
thermal transport properties of water are superior, FC-72 has 
very low surface tension. Therefore, because of their dissimilar 
properties, comparisons between water and FC-72 provide in- 
creased insight into the nature of boiling heat transfer mecha- 
nisms. 

Experimental Apparatus and Procedure 

The experimental setup for this study is shown in Fig. 1. The 
test section consisted of a 390-#m-dia wire heater, mounted 
between two copper terminals spaced 4 cm apart. The terminals 
were made from 3-cm sections of 6 gage (AWG) copper wire 
and were vertically oriented. The heater wire was soldered to 
the top end of each terminal. The heater was immersed in satu- 
rated water (at 1 atm), which was maintained at constant tem- 
perature with an isothermal oil bath. Voltage sensors and a 
power supply were connected to the heater via the copper termi- 
nals. The direct-current power supply was connected to the 
heater with two leads in parallel to divide the current. Each 
path contained a standard resistor, which was used to determine 
the current delivered to the wire heater. The standard resistors 
had resistances of 0.01 and 0.05 fL respectively, each with an 
accuracy of _+0.75 percent. This equipment was interfaced via 
IEEE-488 cables and controlled by a 386 PC. Liquid tempera- 
tures were measured using copper-constantan thermocouples, 
which were calibrated with a precision thermometer. Since plati- 
num has a repeatable temperature-versus-resistance relation- 

Test 
Vessel 

Lamp and Diffuser 
(used I Ix'~.g---l--u-~x \ only with Video Magnifying Len~ I 1" ~2r'2"r2'r~t I"~ ~ Camera) 

Fig. 1 Experimental setup 

ship, the wire itself was used to measure heater temperature. 
The wire was calibrated prior to testing using a precision ther- 
mometer. The calibration was checked after the final test to 
ensure that the wire had not been damaged during testing. 

Video imaging equipment was used to capture single-frame 
images of vapor bubbles above the boiling wire. The camera's 
aperture was set to obtain a depth of field that ensured bubbles 
leaving the wire were in focus. The video image was magnified 
using a 30-cm-focal-length lens. High-intensity lamps filtered 
through a diffuser were used for background lighting. Video 
images of the 0 ppm data were synchronized and transferred to 
a 386 PC where they were digitized and analyzed by image- 
processing software. This software enabled rapid determination 
of vapor characteristics above the boiling wire including the 
number and sizes of bubbles. Video images for the SDS solu- 
tions were analyzed without the aid of the computer due to 
difficulties in image processing. 

In addition to video photography, LDA measurement tech- 
niques were used to ascertain the bubble velocity as a function 
of height above the boiling wire. These LDA measurement 
techniques were previously applied by O'Connor et al. (1993) 
for the measurement of bubble velocity. The LDA equipment 
included a Dantec helium-neon (H e -N e)  gas laser, 55X modu- 
lar transmitting and receiving optics, a Bragg Cell (55X29) for 
beam frequency shift, and a flow-velocity-analyzer software/ 
hardware package (FVA-58N20), which provided one-dimen- 
sional velocity measurements. 

The constant-temperature bath was turned on and the test 
liquid was heated to saturation temperature. The test liquid was 
allowed to remain at saturation conditions for approximately 1 
hour to attain steady-state conditions. Once steady state was 
achieved, the test was initiated. Video data were acquired first, 
followed by the acquisition of the LDA velocity data. Upon 
completion of each case, SDS was added to the test vessel to 
bring the concentration level up to that required for the next 
case. This was repeated until all cases had been run. Additional 
details on the experimental procedure can be obtained from 
Ammerman et al. (1996). 

Experimental Results 
Heat transfer coefficients for each of the solutions tested are 

shown in Fig. 2 versus heat flux. As was expected, the addition 
of the surfactant enhanced the boiling heat transfer from the 

N o m e n c l a t u r e  

D = diameter, mm 
hlg = latent heat of vaporization, kJ/kg 

LDA = laser-Doppler anemometry 
MA = measurement area 
ppm = mass concentration in parts per 

million 
q = heat flux, W/cm 2 

V = volume, mm 3 
= volumetric flow rate, mm3/s 

x = width of measurement area, mm 
y = vertical span of measurement area, 

mm 
p = density, kg/m 3 

Subscripts 
b = property of bubble 

CONV = convection component 
g = property of vapor 
i = property of ith bubble 

LH = latent heat component 
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wire. Also included with the present data in Fig. 2 are the water/ 
surfactant data of Tzan and Yang (1990), and the FC-72 data 
of Ammerman et al. (1996). The present test conditions were 
the same as those of Tzan and Yang except for the material and 
diameter of the heated cylinder. Tzan and Yang' s stainless steel 
cylinder diameter was 8.6 times larger than the diameter of the 
present test section. The present 0 ppm results show a significant 
enhancement over Tzan and Yang's 0 ppm data. This enhance- 
ment is noticeable for the 300 and 500 ppm data as well; how- 
ever, it tends to disappear at 1000 ppm. The heat transfer coef- 
ficients for the FC-72 data are much lower than those for water, 
emphasizing water's excellent thermal transport characteristics. 

Samples of the photographic data analyzed for this study are 
shown in Fig. 3 at a heat flux of 16.3 W/cm 2. Video data were 
analyzed at 9.7, 16.3, and 19.6 W/cm 2. By inspection, the wire 
was determined to be in the fully developed nucleate boiling 
regime for all cases, with the possible exception of the 9.7 W/ 
cm 2 data point for the 0 ppm case. The approximate magnifica- 
tion of the 0 ppm images was 5 times, and of all SDS-solution 
images was 10 times. (Figure 3(a)  has been enlarged 2× to 
facilitate visual comparison with SDS-solution images.) For 
pure water, the average bubble size was observed to increase 
with increasing heat flux. This increase in size was also ob- 
served for the FC-72 data. However, for the SDS solutions, 
bubble size decreased with increasing heat flux. This size-ver- 
sus-heat-flux behavior was also observed by Tzan and Yang 
(1990). 

Bubble velocity measurements were recorded during testing 
using the LDA system. Since bubble velocity varies as a func- 
tion of height above the wire, measurements were taken at 
several heights for each heat flux. A plot of bubble velocity 
versus height above the wire is shown in Fig. 4 for varying heat 
flux for both the 0 and 500 ppm cases. The 1000 ppm velocity 
data are not shown but are similar to those of the 500 ppm data. 

[ lO mm ] 

(a) 0 ppm (b) 500 ppm (c) 1000 ppm 

Fig, 3 Video  d a t a  a t  16.3 W / c m  = 

Velocities for the SDS-solution cases were lower than for the 
0 ppm case due to smaller bubble sizes. It is interesting to note 
that for pure water at the higher heat fluxes, the bubble velocity 
tended to decrease with increasing height. This may be due to 
meandering of bubbles where vertical velocity is traded for 
lateral velocity. Meandering would be less likely to occur within 
the SDS solutions due to the larger number of smaller bubbles 
leaving the wire. This higher departure frequency would result 
in a steady stream of liquid entrained within the bubble plume, 
thus reducing the drag force on a bubble and decreasing its 
tendency to meander. 

Vapor Volumetric Flow Rate Measurement 
Volumetric flow rate can be used to determine the latent heat 

flux component of heat dissipation from the heated surface with 
the following equation: 

q L H  - -  - -  ( 2 )  
7 r D w i r e  x 

where pg is the vapor density, his is the latent heat of vaporiza- 
tion, and Dwire and x are the diameter and length of the heated 
wire, respectively. Subtracting latent heat from the total heat 
flux provides the remaining convection component. 

The single-photo method is a rapid, straightforward means 
of measuring the volumetric flow rate of vapor, Vg, leaving a 
heated wire. Individual bubble volumes are measured from a 
photo taken of the departing bubbles. These volumes are com- 
bined with vertical bubble velocities obtained with an LDA 
system, enabling the determination of the vapor volumetric flow 
rate. Depending on the heat flux and the type of liquid tested, 
the frame-to-frame volume uncertainty may be low enough to 
permit the use of a single photo at each heat flux. For the present 
study, five frames were analyzed'for each heat flux to reduce 
uncertainty. 

A rectangular measurement area (MA) was defined within 
each black-and-white photo to define a region wherein bubbles 
could be sized and counted. For the 0 ppm case, the MA was 
12 mm high by 36 mm wide centered above the wire, The sides 
of the MA were set 2 mm inward from the ends of the heated 
wire to avoid possible effects of conduction heat loss to the 
posts. For the SDS-solution cases, the MA was 12 mm high by 
18 mm wide, with each side set approximately 11 mm inward 
from the copper posts. For all cases, the lower edge of the MA 
was set 4 mm above the wire to ensure that bubbles would be 
detached before entering the area. 
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Due to their irregular shape, bubbles for the 0 ppm case were 
sized on the computer with image processing tools. Bubble 
edges were defined by determining the difference between the 
gray level of the background versus the gray level of a bubble. 
While the shapes of the bubbles were slightly irregular, most 
bubbles appeared elliptical in two dimensions (Fig. 3 (a)).  This 
was due to the initially spherical bubble being flattened between 
the opposing buoyancy and drag forces. Based on this flattening 
phenomenon, the bubble volume was determined from the two- 
dimensional image. First, the image processor mathematically 
transformed the slightly irregular two-dimensional bubble shape 
into an equivalent-area, two-dimensional ellipse (semi-major 
and -minor axes of a and b, respectively) with identical second 
moments about the center of gravity. Then, based on the flat- 
tening phenomenon, the three-dimensional bubble was assumed 
to resemble an ellipsoid with semi-axes, a, a, and b, so that 
the bubble volume was calculated as 

Vb = ~Tra2b (3) 

Finally, the spherical diameter was calculated based on an 
equivalent-volume sphere. 

For the SDS-solution cases, image processing tools could not 
be used because bubble density within each frame was too great 
for the software to distinguish individual bubbles. However, 
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since bubbles were nearly spherical, diameters were measured 
directly from enlargements of the photographs using a circle 
template. Overlapping of bubbles was not a concern since, in 
most instances, blocked areas were easily estimated. For the 
small number of bubbles in each case that happened to lie along 
the edge of the MA (boundary bubbles), only the portion within 
the MA was accounted for. 

When each bubble's velocity is known, vapor volumetric 
flow rate can be computed for the length of wire examined as 
follows: 

Vg = ~ VbiUbi (4) 

Y 

where Vh, and Ub, are the volume and velocity of an individual 
bubble, respectively, and y is the vertical span of the MA. 

Measuring individual bubble velocities during boiling was 
not possible; therefore, for the 0 ppm case, a velocity-versus- 
diameter trend was obtained by correlating average velocity 
versus heat flux with average diameter versus heat flux, as 
shown in Fig. 5. Velocity data taken by Ivey (1967) for bubble 
motion in boiling water from wires and cylinders are also dis- 
played in Fig. 5 and show fairly good agreement in slope with 
the present data. The magnitudes of Ivey's velocity data appear 
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slightly lower than those of the present data. A curvefit gener- 
ated for the present velocity data is illustrated in Fig. 5 by the 
solid line. This curvefit was used to determine bubble velocity 
as a function of diameter for the 0 ppm case. 

For the SDS-solution cases, velocities were much more uni- 
form at a given height than for the pure water case. The standard 
deviations (as a percent of the mean) of the LDA-measured 
velocities for the surfactant cases were 50 percent lower than 
those of the 0 ppm case. This uniformity in velocity was due 
to the relatively high bubble frequency and increased bubble- 
induced liquid motion, as discussed previously. Therefore, for 
a given heat flux, the average bubble velocity within the MA 
was calculated by numerically integrating the LDA velocity- 
versus-height data and dividing by the total height. This average 
velocity was then used for each bubble within the MA. 

Vapor volume flow rate was then computed using Eq. (4). 
Values of volume flow rate per unit wire area are plotted versus 
heat flux in Fig. 6 for both water and FC-72. The magnitude 
and slope of all water data sets are remarkably similar. The 
magnitude of the FC-72 data is approximately 70 percent greater 
than the water data. Volume flow rate is dependent on bubble 
departure frequency and average bubble volume. Figure 7 shows 
the relationship between the frequency per unit wire area and 
the average bubble volume. Even though the volume flow rate 
for each of the three water cases showed similar increases, their 
bubble generation characteristics were quite different. For pure 
water, the increase in volume flow rate versus heat flux was 
achieved by an increase in average bubble volume, with bubble 
frequency remaining fairly constant. For the SDS solutions, the 
increase in vapor generation was achieved by an increase in 
bubble frequency, with average bubble volume actually decreas- 
ing. For FC-72, the increase in volume flow rate was a result 
of both an increase in frequency and an increase in bubble 
volume. 

Boiling Heat Transfer Mechanism Analysis 
The results of the photographic and LDA investigations were 

used to determine the relative contributions of the latent heat 
and convection mechanisms that constituted the total heat dissi- 
pation above the wire. Because the lower edge of the MA was 
4 mm above the wire (1.5 mm for FC-72), any evaporation 
that might have occurred between departure and the lower edge 
would be difficult to account for. However, evaporation within 
and just below the MA was not evident, as illustrated by the 
random scatter of bubble diameters versus height shown in Fig. 
8. The data in this figure represent a compilation of bubble 
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diameters from five different video images for the 0 ppm case 
at 19.6 W/cm 2. For this figure, the MA was extended downward 
to include bubbles that had just detached from the wire. Since 
negligible evaporation occurred within this region, the results 
from the following mechanism analysis apply to a region just 
above the heated surface. 

Latent Heat. The latent heat flux was calculated using Eq. 
(2) with volume flow rate defined in Eq. (4). The vapor within 
the bubbles was assumed to be at saturation conditions. A plot 
of latent heat flux versus total heat flux is shown in Fig. 9 along 
with uncertainty ranges for each data point. This figure clearly 
shows that latent heat is an important heat removal mechanism 
for fully developed nucleate boiling. For most cases, especially 
at higher heat fluxes, latent heat is the dominant mechanism. 
In addition, latent heat for FC-72 is greater than for any of the 
water cases. 

Convection. The convection heat flux was obtained by sub- 
tracting the latent heat flux term in Eq. ( 1 ) from the total heat 
flux. As mentioned in the introduction, the convection compo- 
nent may be composed of microconvection, Marangoni flow, 
and natural convection. Marangoni flow at saturated conditions 
is usually not significant and natural convection disappears in 
the fully developed nucleate boiling regime. Therefore, micro- 
convection is the primary component. 

The convection heat flux is shown in Fig. 10 versus total heat 
flux. For the 0 ppm case, the convection component continually 
decreased as heat flux increased; however, convection increased 
steadily with heat flux for both surfactant cases. Convection 
heat flux for FC-72 is low (as indicated by Fig. 9) and appears 
to fluctuate. This fluctuation results from the uncertainty in the 
latent heat data. 

Uncertainty Analysis. Latent heat flux uncertainties for a 
95 percent confidence level are shown in Table 2. For FC-72, 
the latent heat flux uncertainties are within 2_ 10.1 percent. These 

Table 2 Latent heat flux uncertainty estimates (95 percent confidence) 

Heat Flux 
! 

o ppm 

19.6 W/cm 2 

soo ppm 

9.7 W/cm 2 _+10.3% _+11.5% _+12.3% 

16.3 W/cm 2 _+9.5% _+12.1% _+13.5% 

_+9.2% ; _+12.2% _+16.3% 

lOOO ppm 
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Table 3 Diameter uncertainty estimates (95 percent confidence) 

Heat Flux 0 ppm 

9.7 W/cm 2 ±3.0% 

16.3 W/cm2 ±2.8% 

19.6 W/cm 2 ±2.7% 

5oo ppm IOOO ppm 

±3.2% ±3.5% 

±3.6% ±4.2% 

±3.7% ±5.1% 

uncertainties were calculated using the method of Kline and 
McClintock (1953). The uncertainty in latent heat flux was due 
to uncertainty in measurement of bubble diameter and velocity 
and MA height and width (see Eqs. (2) and (4)). Uncertainty 
estimates of bubble diameter measurements for the present data 
can be found in Table 3. For FC-72, diameter uncertainties 
were within _+3.1 percent. The main uncertainty in diameter 
measurement was due to difficulty in determining the edge of 
a bubble in the photographs. Uncertainty estimates of velocity 
for the present data are shown in Table 4. For FC-72, velocity 
uncertainty was ±5 percent. Velocity uncertainties were esti- 
mated based on the point-to-point fluctuations in the velocity 
versus height curve (Fig. 4). Uncertainties in MA height and 
width were estimated to be 2 percent. 

Discussion 
Figure 2 revealed that the addition of SDS to water enhanced 

boiling heat transfer. Tzan and Yang (1990) experimentally 
determined surface tension values for the SDS concentrations 
used in the present study. Heat transfer coefficients from the 
present study are plotted against those values of surface tension 
in Fig. 11. This figure indicates a clear trend in boiling enhance- 
ment versus surface tension reduction. At 16.3 and 19.6 W/ 
cm z, Figs. 9 and 10 indicate that this enhancement is due to an 
increase in convection with a corresponding decrease in latent 
heat. At 9.7 W/cm z, however, the enhancement for the 1000 
ppm case appears to be due to an increase in latent heat, as 
seen by Frost and Kippenhan (1967) and Ammerman et al. 
(1996). This apparent contradiction can be explained by exam- 
ining the bubble nucleation dynamics. In the partially developed 
boiling region, a reduction in surface tension promotes nucle- 
ation by activating dormant cavities on the surface, thus increas- 
ing latent heat flux. In the fully developed region, the presence 
of the surfactant results in a decrease in bubble agglomeration 
at the surface and an increase in departure frequency. This 
increased frequency does not result in an increase in the latent 
heat flux component, however, because departure diameters are 
reduced. In addition, the increased frequency at a given site 
means less time for the superheated liquid layer to grow, re- 
suiting in a reduction in the average temperature within the 
layer. The effect of this temperature reduction is to inhibit boil- 
ing-u l t imate ly  trading latent heat for convection. 

Figure 9 revealed that the latent heat was the largest compo- 
nent of the total heat flux for all cases examined. However, the 

Table 4 Velocity uncertainty estimates (95 percent confidence) 

Heat Flux 

9.7 W/cm 2 

16.3 W/cm 2 

19.6 W/cm 2 

o ppm 

±4.0% 

±3.5% 

±3.5% 

500 ppm lOOO ppm 

±6.0% ±6.0% 

±5.0% ±5.0% 

±5.0% ±5.0% 
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relative magnitudes of the latent heat and convection compo- 
nents are approaching one another as the total heat flux de- 
creases. At low enough heat fluxes, latent heat will disappear 
altogether leaving convection as the sole component. Figure 9 
also showed that the latent heat flux for the FC-72 data was 
greater than for the water data. This latent heat difference is 
directly related to the vapor volumetric flow rate difference 
(Fig. 6) since the products of vapor density and latent heat of 
vaporization for the two fluids are similar. 

Conclusions 

1 For a wire immersed in water, water with reduced surface 
tension due to surfactant addition, and FC-72, latent heat re- 
moval was the largest heat transfer mechanism under fully de- 
veloped boiling conditions. 

2 Addition of an anionic surfactant (sodium dodecyl sul- 
fate) to water caused an increase in the convection component 
and a corresponding reduction in the latent heat component of 
the heat flux in the fully developed boiling region. The boiling 
enhancement of water due to the addition of a surfactant appears 
to be influenced by this relative change in heat flux components. 

3 Vapor volume flow rate per unit wire area increased simi- 
larly versus heat flux for water, water with surfactant, and FC- 
72. The increase in vapor flow rate is due to an increase in 
average bubble volume for water, an increase in bubble fre- 
quency for water with surfactant, and an increase in both bubble 
volume and frequency for FC-72. 

4 A recently developed measurement technique, which 
combines bubble volumes obtained from photographic images 
with LDA-measured bubble velocities, enables the determina- 
tion of the vapor volume flow rate departing a heated wire 
immersed in a saturated liquid. 

Acknowledgments 

The authors would like to thank Mr. Y. S. Hong for technical 
support during testing and the Engineering Television Depart- 
ment at UTA for help in synchronization of the video data. 

References 
Ammerman, C. N., You, S. M., and Hong, Y. S., 1996, "Identification of Pool 

Boiling Heat Transfer Mechanisms From a Wire Immersed in FC-72 Using a 
Single-Photo/LDA Method," ASME JOURNAL OF HEAT TRANSFER, Vol. 118, pp. 
117-123. 

Carey, V. P., 1992, Liquid-Vapor Phase-Change Phenomena, Hemisphere 
Publishing Corporation, p. 34. 

434 / Vol. 116, MAY 1996 Transactions of the ASME 

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Frost, W., and Kippenhan, C. J., 1967, "Bubble Growth and Heat-Transfer 
Mechanisms in the Forced Convection Boiling of Water Containing a Surface 
Active Agent," Int. J. Heat  Mass  Transfer, Vol. 10, pp. 931-949. 

Ivey, H. J., 1967, "Relationships Between Bubble Frequency, Departure Diam- 
eter and Rise Velocity in Nucleate Boiling," Int. J. H e a t M a s s  Transfer, Vol. 10, 
pp. 1023-1040. 

Kline, S. J., and McClintock, F. A., 1953, "Describing Uncertainties in Single- 
Sample Experiments," Mechanical Engineering, Vol. 75, Jan., pp. 3-8. 

McFadden, P. W., and Grassmann, P., 1962, "The Relation Between Bubble 
Frequency and Diameter During Nucleate Pool Boiling," Int. J. Heat  Mass  Trans- 
fer, Vol. 5, pp. 169-173. 

O'Connor, J. P., You, S. M., Hong, Y. S., and Haji-Sheikh, A., 1993, "Bubble 
Size, Velocity, and Frequency From a Wire Boiling in Saturated R-113," pre- 
sented at the ASME 1993 Winter Annual Meeting, New Orleans, LA. 

Paul, D. D., and Abdel-Khalik, S. I., 1983, "A Statistical Analysis of Saturated 
Nucleate Boiling Along a Heated Wire," Int. J. Heat  Mass  Transfer; Vol. 26, 
pp. 509-519. 

Rallis, C. J., and Jawurek, H. H., 1964, "Latent Heat Transport in Saturated 
Nucleate Boiling," Int. J. Heat  Mass  Transfer; Vol. 7, pp. 1051-1068. 

Tzan, Y. L., and Yang, Y. M., 1990, "Experimental Study of Surfactant Effects 
on Pool Boiling Heat Transfer," ASME JOURNAL OF HEAT TRANSFER, Vol. 112, 
pp. 207-212. 

Journal of Heat Transfer MAY 1996, Vol. 118 / 435 

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



L. Huang 1 
Research Assistant. 

L. C. Witte 
Professor. 

Fellow ASME 

Heat Transfer and Phase 
Change Laboratory, 

Department of Mechanical Engineering, 
University of Houston, 

Houston, TX 77204-4792 

An Experimental Investigation of 
the Effects of Subcooling and 
Velocity on Boiling of Freon-113 
Boiling heat transfer correlations were obtained for the maximum and minimum heat 
fluxes. Relationships among q,,,i,,/qm~x, Weber number, and liquid Jakob number were 
obtained. Compelling evidence was found to indicate that significant cooling of  the 
wake and~or the forward stagnation line can be caused by large-scale liquid-solid 
eontacts while other parts of the surface experienced film boiling with little or no 
contact in the transition-film boiling regime. A criterion for large-scale liquid-solid 
contacts was developed. Another purpose of this study was to investigate whether a 
stable transition of boiling exists, i.e., if the ratio of the minimum and maximum heat 
fluxes approaches unity as liquid subcooling and velocity are increased. Extensive 
data using Freon-ll3 were taken, covering a wide range of fluid velocities (1.5 to 
6.9 m/s) and liquid subcooling (29 to IO0°C) at pressures ranging from 122 to 509 
kPa. Cylindrical electric resistance heaters of  two diameters, 6.35 mm and 4.29 mm, 
and made of Hastelloy-C and titanium, respectively, were used. The maximum qmin/ 
qmo~ achievable with the apparatus was 0.9. 

Introduction 
Recent research in the field of boiling heat transfer has shown 

that liquid velocity and subcooling significantly affect boiling 
heat transfer. The minimum and maximum heat fluxes can be 
influenced by the liquid velocity and subcooling. It is suspected 
(Sankaran and Witte, 1990) that the ratio qmin/qmax would ap- 
proach unity at sufficiently high liquid velocity and subcooling; 
this notion needs more investigation. If qmin/qmax w e r e  to be 
unity, then the unstable regime where qw decreases with AT~at 
could be avoided. 

A previous study (Chang and Witte, 1990) showed that brief 
random small-scale contacts and longer large-scale contacts be- 
tween the boiling liquid and heater surface occur in some por- 
tions of the film boiling regime. The vapor film may appear to 
be quite continuous to the naked eye, but the small contacts 
become longer and more numerous as the superheat approaches 
the minimum superheat. The liquid-solid contacts contribute 
to an increasingly efficient average heat transfer during film 
boiling, eventually leading to qmin. However, no investigation 
has been reported on l iquid-solid contact during film boiling 
at the high liquid velocities and subcoolings covered in the 
present study. 

The present study concentrated on the influence of liquid 
velocity and subcooling upon boiling heat transfer. Experiments 
were conducted on flow boiling of a highly subcooled liquid 
from a cylinder in crossflow, to see how the liquid velocity and 
subcooling influence nucleate boiling, the critical heat fluxes, 
and film boiling. The ultimate goal was to see if an entirely 
positive-sloped boiling curve can exist at sufficiently high liquid 
velocity and subcooling without the presence of a jump transi- 
tion to film boiling. Experimental results showed strong evi- 
dence of significant l iquid-solid contact well into the stable 
film boiling regime. This motivated the development of a simple 
criterion for the occurrence of l iquid-solid contact in film boil- 
ing under such conditions. 

t Current address: Research Engineer, Heat Transfer Research Inc., College 
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Experimental Apparatus and Technique 
The apparatus used to perform the experiments is shown in 

Fig. 1. A variable speed 450 gpm centrifugal pump was used 
to circulate the working fluid steadily in the closed loop. The 
flow passed through an expansion section, a honeycomb 
straightening section with screens on both ends, and a reducing 
nozzle to get a uniformly symmetric, fully developed low-turbu- 
lence flow before it entered the test section. A Dieterich Stan- 
dard Diamond II 4-in. annubar flow sensor was used to measure 
the flow rates that were used to calculate flow velocities in the 
test section. The liquid in the loop was cooled by a water-cooled 
Filtrine POC-500 WC chiller with 16 kW cooling capacity. The 
liquid could be cooled to a temperature below 0°C. Therefore, 
liquid subcooling as high as 100°C for Freon- l l3  could be 
reached when the Freon pressure was high. A supply pump 
pumped the Freon from a storage tank into the main loop during 
the experiments, and the working fluid was returned to the 
storage tank, passing a half-opened valve on the top of the main 
loop. By setting the opening of the valve, a desired level of 
pressure could be maintained. The system pressure was mea- 
sured with a pressure gauge and a pressure transducer as shown 
in Fig. 1. In this way, the desired liquid velocity, liquid subcool- 
ing, and pressure could be controlled at the test section. 

The test section was made of aluminum with a cross-section 
of 63.5-mm by 63.5-mm. Two Plexiglas windows were installed 
at opposite sides of the test section for observation during the 
experiment. The heater was mounted horizontally across the 
test section with a leak-proof mounting configuration, as shown 
in Fig. 2. 

Hastelloy-C tubes, of 6.35 mm diameter and 0.254 mm wall 
thickness, and titanium tubes, of 4.25 mm diameter and 0.25 
mm wall thickness, were used as electric resistance heaters, 
inside which sintered lava cylinders were inserted as a heat 
insulator and rigid body for mounting thermocouples. The lava 
cylinder was grooved around the cylinder wall 45 deg apart, 
starting from the lower stagnation point, to position the thermo- 
couples. Five 38-gage chromel-alumel with 0.5-mm-dia Inconel 
600 sheathed thermocouples were cemented in the grooves us- 
ing Omega CC high-temperature cement. To establish good 
thermal contact between the thermocouples and the heater wall, 
the lava insert was fitted snugly inside the tube after a thin coat 
of high temperature cement was applied. The thermocouples 
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Fig. 2 Cross-sectional view of the heater section and the heater con- 
figuration 

were located at the axial center of the heater, as shown in Fig. 
2, to measure the azimuthal  Tw distribution. Before the lava 
inserts were inserted into the tubes, both ends of the tubes were 
copper electroplated to a thickness of  about 1 ram, with a length 
of  1.25 in. for Hastelloy-C tubes and 0.75 in. for t i tanium tubes, 
and machined to shrink fit to the copper electrodes, which were 
used to connect  to the power supply. Two copper-constantan 
thermocouples  on the copper electrode outside the test section 
wall were used to estimate the heat losses from the end of the 
heaters. Power was supplied to the heater by a Gulf  Electroquip 
dc motor-generator  set capable of providing up to 1500 amps 
at 45 volts of  dc power. 

For every flow boil ing run, the heater surface was polished 
and cleaned with heavy-duty detergent, and then rinsed in water 
before it was carefully installed in the test section. The heater 
surface was smooth and lustrous. As an experiment  progressed, 
the first set of data was read after the wall temperature readings 
became steady at a particular power setting. The power  supplied 
to the heater  was increased gradually after recording each set 
of data, moving  from forced convect ion to nucleate boiling, 

Table 1 Experimental conditions and results 

Run Diameter Material Pressure Subcooling Velocity q~i~ q~=, 
# mm kPa °C m/s MW/m 2 MW/m 2 

1 6.35 Hastelloy-C 175.2 59.3 3.03 0.969 

2 238.7 70.1 2.85 1.361 

3 348.4 87.7 3.03 1,262 1.539 

4 349.1 86.9 3,76 1.421 1.880 

5 353.8 85.8 4,81 1.489 1.647 

6 359.2 81.9 5.64 1.714 1.937 

7 405.9 93.5 2,85 1.124 1.395 

8 508.6 97.6 6,02 1.892 2.500 

9 500.4 100,1 4,81 1.913 2.650 

10 478.5 99.7 3.03 1.453 1.795 

11 170.6 57.0 6.9 1.459 

12 154.0 60.3 2.85 0.827 1.235 

13 151.0 58.6 2,19 0.820 1.074 

14 155.8 60.0 2.05 0.799 1.136 

15 153.8 59.1 2.85 0.888 1.259 

16 153.7 59.4 1.53 1.008 

17 156.8 60.0 1.53 0.919 

18 122.3 28.9 2.85 0.559 0,801 

19 4.29 Titanium 247.8 65.0 3.03 1.218 

20 245.7 73.4 3.03 1.223 

21 239.5 67.6 6.23 1.985 

22 245,3 56.7 6.23 2.449 

then to film boil ing at its burnout  wall  temperature. Then the 
power was decreased gradually, moving  back from film boil ing 
to nucleate boiling. 

The experimental  conditions for Freon-113 are shown in Ta- 
ble 1. 

E x p e r i m e n t a l  U n c e r t a i n t y  
Experimental  uncertainty was estimated according to the 

K l i n e - M c C l i n t o c k  method (1953) .  It yielded max imum values 
of _+3.3 percent in heat flux, _+5 percent  in critical heat fluxes, 
_+3.5°C or _+ 1 percent (whichever  is greater)  in heater surface 
temperature, ±2°C in saturation temperature, ± I . I ° C  in bulk 
temperature, _+3 percent in fluid velocity, and _+7 kPa in system 
pressure. Heat flux was calculated based on the area in contact 
with Freon and the measured power dissipation in the heater, 
less a small  end-loss correction that was determined from tem- 
perature measurements  made outside the test section. Uncer-  
tainty in the critical heat fluxes was higher  because it involved 

N o m e n c l a t u r e  

D = diameter  of cylinder heater, cm 
hlu = latent heat of  vaporization, J / kg  
Jar = liquid Jakob number  = c~,lAZ.ub/ 

hf, 
N* = nondimensional  group = 

(p~Ja~)/(p~Pe °'5) 
Pe = Peclet number  = VD/a  
q,~, = wall heat flux, W/m z 

q,*i. = nondimensional  min imum heat 
flUX = qmin/(p~hfgU, n) 

q~ = nondimensional  wall heat flux = 
qwl(pohfgV) 

Re = Reynolds number  = VD/v  
V = liquid free-stream velocity in test 

section, m/s  

w = width of the test section, m 
Weo = Weber  number  based on vapor 

density and mean velocity = 
DpoUEm/a 

ATs,t = vapor superheat = Tw - Zsat, °C 
ATs,b = liquid subcooling = T, - T~, °C 

a = thermal diffusivity, ma/s  
0 = azimuthal  angle measured from 

forward stagnation point, deg 
v = kinematic  viscosity, m2/s 
p = density, kg /m  3 
~r = surface tension, N / m  

Subscripts 
l = liquid 

rain = min imum 
max = max imum 

s, sat = saturation 
sub = subcooled 

v = vapor 
w = wall 

= bulk liquid 
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Fig. 3 Effect of fluid velocity on boiling curves at a fixed subcooling and 
pressure: Freon-113, ~Tsu~ = 85 ± 4°C, p = 354 ± 7 kPa, D = 6.35 mm 
(Hastelloy-C}, Runs 3 and 6 

averaging the power levels just before and after the jump to 
film boiling, or back again. Temperature uncertainty included 
the effects of thermocouple calibration and data acquisition er- 
rors. The dominant factor was inherent inaccuracy in the ther- 
mocouple itself. The saturation temperature was found from 
a pressure measurement near the heater, thus its uncertainty 
depended essentially on the accuracy of the pressure. 

While there was a temperature drop in the heater near its 
intersection with the test section wall, visual observations of 
boiling behavior showed that this occupied only a very small 
length, less than 5 mm, and that conditions could be considered 
uniform in the axial direction over most of the heated length. 
Based on the estimate of heat loss from the ends of the heater 
calculated from the temperature measurements outside the test 
section for the highest heat fluxes, a gradient of about 5°C/mm 
would occur along the heater near the point where it intersects 
the wall. Thus, a temperature drop of about 25°C at most could 
have occurred immediately adjacent to the wall. The middle 
portion of the heater, about 55 mm, could be considered to be 
under uniform heat flux and free of serious axial temperature 
gradients. S ankaran (1990) used a heater equipped with thermo- 
couples located near the copper-plated electrodes as well as 
near the axial centerline for similar measurements in Freon- 
113. The thermocouples were about 1.27 cm from the copper- 
plated electrodes. Sankaran observed no appreciable difference 
in boiling behavior between the central thermocouples and the 
end thermocouples, thus in this family of heaters, those loca- 
tions were omitted. The fact that the black deposit (to be dis- 
cussed later) that formed over the wake portion of the heater 
was uniformly distributed down the axial length up to about 5 
mm from the wall strengthens the conclusion of axial uniformity 
in temperature over most of the heater. 

H e a t  T r a n s f e r  R e s u l t s  a n d  D i s c u s s i o n  

Extensive data were taken for different test conditions. In 
total, 18 sets of runs were performed using Hastelloy-C heaters 
and four using titanium heaters as summarized in Table 1. Some 
heaters survived the jump to high T~ at q ...... and were returned 
to nucleate boiling, and some burned out at the maximum heat 
flux. All the titanium heaters burned out at q . . . .  

Figures 3 and 4 illustrate typical boiling curves, showing the 
effects of fluid velocity, liquid subcooling, and pressure. As 
expected, fluid velocity enhanced highly subcooled boiling heat 
transfer, as shown in Fig. 3, as it did in the case of very low 
subcooled boiling, as observed by Yilmaz and Westwater 
(1980) and Broussard and Westwater (1985). From Fig. 3, it 
can be seen that the entire boiling curve shifts up (i.e., qw 
increases for a given AT~at) as V increases from 3.03 m/s to 
5.64 m/s. However, the curve shifts up much more in the film 

boiling regime. This figure also illustrates that both critical heat 
fluxes increase with V. 

Figure 4 is typical of the influences of ATsub and p on the 
boiling curves with V held constant. Figure 4 shows that AT~uu 
and p not only greatly enhance film boiling heat transfer, but 
also significantly enhance qw in the nucleate boiling regime. 

Crit ical  Heat  F lux  Correlat ions .  The relationship of the 
two critical heat fluxes, and their ratio, to fluid velocity and 
liquid subcooling is of great interest. The highest qm~x reached 
in the present investigation was 2.65 MW/m 2 at a fluid velocity 
of 4.81 m/s and a zXT~b of 100.1°C, which was about 12 times 
the q~,  in saturated pool boiling for Freon-ll3,  reported by 
Elkassabgi and Lienhard (1988). 

The mean cross-sectional velocity, U,,,, which is defined as 
the volume flow rate divided by the mean flow area A~, was 
used to correlate the critical heat fluxes, which accounts for the 
different heater diameters and different cross-sectional areas. 
The mean flow area A,, was defined as the ratio of the flow 
volume in the channel at the location of the heater to the heater 
diameter, following Vliet and Leppert (1961). 

The nondimensional q,n~ was correlated using a multiple lin- 
ear regression analysis with Weber number and liquid Jakob 
number as the nondimensional correlating groups. The result 
w a s  

\ 0 . 0 4 6  

qm~ -- 0.545 We~ °'287 P: Jail . (1') 
p~h:~U,,, / 

While it is surprising that the dimensionless q ..... is not a strong 
function of the dimensionless subcooling, Ja~, the reason for it 
lies in the fact that a portion of the subcooling is produced by 
elevating the pressure of the Freon. Figures 3 and 4 show that 
qm,× increases significantly with AT~ub, but the data sets were 
taken at different pressures. The nondimensionalizing factor 
pvhfgU,,, contains two factors that depend upon pressure: p~, 
which increases virtually directly with p, and h:g, which de- 
creases with p at a much lower rate. The net effect is that the 
dimensionless qm~× does not depend strongly on dimensionless 
subcooling because the changes in p~h¢8 tend to mask the influ- 
ence of subcooling. By ignoring the dependence upon Jar, the 
dimensionless qma× can be correlated as 

q . . . .  - -  0.679 We~ -°'3°, (2) 
p~h:eU,,, 

as shown in Fig. 5. Sankaran and Witte's (1990) Freon-ll3 
data are included, and fit the correlation well. Sankaran's data 
were obtained at near-atmospheric pressures, and for ATsub from 
41.4°C to 58.6°C. Run 18 was not included in Fig. 5 because 
it was the only data point collected at moderate subcooling. 

i 
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Fig. 4 Effect of subcooling and pressure on boiling curves: Freon-113, 
V = 3.03 m/s, D = 6.35 mm (Hastelloy-C), Runs 1 and 3 
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Broussard and Westwater's correlation, 

q ..... - 0.412 W e u  -0"329, ( 3 )  

p,h/'uUm 
is compared to the data in Fig. 6, along with Eq. (2).  The 
average subcooling effect is contained in the lead constants for 
Eqs. (2) and (3).  Thus the lead constant, 0.679, in Eq. (2) 
represents the average effect of subcooling between 41.4 and 
100.1°C, as does the factor 0.412 in Eq. (3) for a subcooling 
of 4.5°C. Thus, it is expected that data for subcooling between 
these two levels would fall somewhere between the two correla- 
tions. 

Equation (2) represents a Weber number range between 15 
and 1090 for high subcooling. It can represent experimental 
data within a wide range of mean velocities (from 1.66 to 7.5 
m/s) and pressures (from 151 to 509 kPa) for Freon-113 within 
-17 percent to +26 percent for liquid subcooling higher than 
41.4°C. 

By using the same set of dimensionless groups, qm,, can be 
correlated by 

q,ni,~ _ 0.006 We~0.15 ( ~  j a , )  ' (4) 
p,h~ ~U,,, 

which shows that liquid subcooling (Jar) has a significant influ- 
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Fig. 6 Comparison of maximum nondimensional heat flux to the correla- 
tion of Broussard and Westwater:  Freon-113 with ~T~ub from 41.4 to 
100.1°C, velocity from 1.53 to 6.9 m/s ,  and pressure from 151 to  509 kPa 
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Fig. 7 Correlation of minimum heat f lux: Freon-113, D = 6.35 m m  
(Hastel loy-C) wi th  ~Tsub from 29 to 100°C, velocity from 2.0 to 6.0 m/s ,  
and pressure from 122 to 509 kPa 

ence on qm~,, as does the mean velocity, Urn. Here qm~, is propor- 
tional to the 0.70 power of mean velocity and to the 1.0 power 
of liquid subcooling. The present data, together with Sankaran 
and Witte's data, for qm~, and the correlation, Eq. (4),  are shown 
in Fig. 7. Equation (4) represents data to within - 1 7  to +28 
percent for mean velocities from 2.23 to 6.53 m/s and liquid 
subcooling from 28.9 to 100.1°C in the pressure range from 
122.3 to 508.6 kPa for Freon-113. 

To get the dependence of the ratio of the two critical heat 
fluxes, qmi,~/q . . . .  with velocity and liquid subcooling, Eq. (4) 
was divided by Eq. (2),  yielding 

q'i~ = 0.00884 We,°"5 ( ~  Ja , )  . (5) 
q ..... \ P~ 

Equation (5) is shown in Fig. 8; it is only valid in the range 
of the present experiment, i.e., We~ between 28 and 1090 and 
(pt/p~)Ja~ between 29 and 52. qm~n/q .... should be less than 
unity (or equa ! to unity, if such a condition exists). The highest 
qm~,/qm,x reached in the present investigation was 0.9 at a mean 
velocity of 5.22 m/s with 2xT.~ub = 86°C and p = 354 kPa. 

Large-Scale Liquid-Solid Contacts in Film Boiling. Tw 
does not vary significantly with angular position at higher qw 
in the film boiling regime, as shown in Fig. 9 for ZXT~,t greater 
than about 500°C. As qw decreases however, Tw on the back of 
the heater becomes much lower compared to other portions of 
the heater. It is believed that this is caused by large-scale l iquid-  
solid contacts on the wake side of the cylinder. 

The situation where some portions on the heater have large- 
scale l iquid-solid contacts at low Tw while others remain in 
pure film boiling with much higher Tw can be called "transition- 
film boiling," in accord with the description given by Witte 

0.1 ' ' ' ' ' ' ' 1  

Fig. 8 
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• P r e s e n t  d a t a  
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The effect of Weber  number on qm,,Iqm.x: Freon-113, D = 6.35 
mm (Hastelloy-C) with ~Ts.b from 29 to 100°C, velocity from 2.0 to 6.0 
m/s, and pressure from 122 to 509 kPa 
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Fig. 9 Boiling curves showing the transition from pure film boiling to 
transition film boiling fo r  Freon-113: V = 2.85 m/s,  AT~ub = 59.1°C, p = 
153.8 kPa, D = 6,35 mm (Hastel loy-C) 

and Lienhard (1982). This is the nomenclature used in Fig. 
9(b),  in which heat fluxes were plotted in terms of a spatially 
averaged Tw. Figure 10(b) shows a similar plot for the higher 
velocity, higher subcooled data. From these figures, it can be 
seen that the boiling curves in the film boiling regime need not 
to be continuous and jumps from high Tw to lower Tw can occur 
as q, is reduced. 

Figure 9(a)  shows that a large, unexpected drop in Tw oc- 
curred in film boiling as qw was reduced. During the experi- 
ments, a dark area developed on the wake side of the heater; 
it became darker and darker, even as the power to the heater 
was being turned down. However, a vapor film could still be 
observed on other portions of the heater after the sudden drops 
in T~, and Tw was still high enough to prevent the heater from 
returning to the nucleate boiling regime. Tw on the wake side 
of the heater was always lower than on other portions of the 
heater after Tw dropped as a result of a decrease in qw. The 
highest temperature drop happened at 0 = 180 deg, where a 
black deposit layer, having a width of about 5 mm and covering 
about 90 deg of included angle in the wake, was formed during 
the experiment. T~ at 0 = 180 deg dropped from 642°C to 254°C 
when qw decreased from 1.06 MW/m 2 to 0.99 MW/m 2 for the 
conditions shown in Fig. 9. When q~ was reduced to 0.80 MW/ 
m 2 for'conditions shown in Fig. 9 another drop in Tw occurred, 
which brought film boiling back to nucleate boiling. 

Figure 10 shows no such discontinuity in film boiling. How- 
ever, Tw on the wake side was always lower and a black deposit 
was found there as well, which suggests that the entire film 
boiling regime is in the transition-film boiling regime. This 
means that it is not necessary that the heater be in the pure film 
boiling regime, where T,, is usually very high, after the transition 
from nucleate boiling to film boiling. It can jump directly into 
the transition-film boiling regime from nucleate boiling. This 
leads to a lower Tw in the wake region compared to pure film 
boiling, caused by large-scale liquid-solid contacts. 

A straight black line along the stagnation line of the heater 
was formed during some experimental runs, although the vapor 

film always appeared to the naked eye to be continuous on the 
front portion of the heater during these experinaents. The line 
had a width of about 1 mm. In this case, Tw was lower at 0 = 
0 than on the sides and on the back side of the heater for cases 
where the deposit was not found on the wake side of the heater. 
If the black deposit was found on both the stagnation line and 
the wake side of the heater, Tw was higher on the sides of the 
heater. 

The black deposit was chemically analyzed using a Siemens 
D5000 diffractometer. The deposit consisted mostly of nickel 
fluoride (NiCI2), chromium nickel fluoride (NiCrF6), and iron 
fluoride (FeF2). These compounds resulted from chemical reac- 
tion of liquid Freon-113 with the heater material at elevated 
temperature. After the deposit was cleaned from the heater, the 
heater was no longer smooth, but slightly rough. This observa- 
tion suggests significant liquid-solid contacts during film boil- 
ing at lower qw. The fact that Tw was lower on the wake side 
of the heater during film boiling at relatively lower qw was 
highly repeatable. Eleven data sets were taken that showed 
much lower Tw with the black deposit on the wake side of the 
heaters. Seven sets of data were taken that showed lower T,v 
and deposit lines on the front of the heaters. This suggested 
that frequent liquid-solid contacts occurred for highly sub- 
cooled film boiling before q,,i, was reached. 

Large-scale liquid-solid contacts were also observed by 
Chang and Witte (1990). They measured the liquid-solid con- 
tacts for flow film boiling of subcooled Freon- 11 over an electri- 
cally heated cylinder equipped with a surface microthermo- 
couple probe. They detected very large temperature drops on 
the wake side of the heater, and a moderate temperature drop 
at 0 = 90 deg. No large-scale contacts were detected at the 
stagnation point within their experimental range: liquid velocity 
from 0.7 to 1.7 m/s, and liquid subcooling from 2.8 to 6.7°C. 
The subcooling in the present experiments was an order of 
magnitude higher, accounting for contacts at the front stagnation 
point. 
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In principle, a small disturbance of the l iquid-vapor interface 
can result in momentary collapse of the vapor film when flow 
film boiling is unstable. The stability of flow film boiling de- 
pends on  the interaction of the vapor film and the parameters 
that influence it. The likely condition for flow film boiling to 
become unstable seems to be one that leads to a thinner vapor 
film. Both fluid velocity and liquid subcooling have the effect 
of reducing, the vapor film thickness. For example, the film 
thickness at the stagnation point for these heaters, predicted by 
an analytical model (Huang and Witte, 1995), is only about 
0.015 mm for Freon- l l3  at V = 3.03 m/s and AT~ub = 100°C 
at a qw of 1.69 MW/m 2. At such a thin vapor film thickness, 
even very small oscillations of the l iquid-vapor interface can 
induce the liquid to contact the heating surface. 

However, large-scale l iquid-solid contact does not necessar- 
ily mean the end of film boiling. If Tw is high enough that the 
vapor generation rate is sufficient to support the surrounding 
liquid on average, the vapor film can survive. For the case of 
flow film boiling in this study, large-scale l iquid-solid contacts 
occurred only on some locations on the heating surface, like 
the front stagnation line and the wake side of the cylinder. The 
other portions of the heater remained in pure film boiling. 

Criterion for Liquid-Solid Contact. The theoretical 
lower limit for a heater wall to sustain a vapor film is 

2 ~  2~/~ ~ JatRe/-O'SPr9 '5 (6) q * :  N * =  ~/~r po 

(Huang and Witte, 1995). Equation (6) is based on the notion 
that the heat provided by the heater is just enough to heat the 
liquid to saturation and no vapor can be formed, qw must be 
greater than the value calculated by using Eq. (6) to allow film 
boiling, qm~, should also be greater than this value. Since it is 
more likely for liquid to contact the surface for a thinner film, 
it is assumed that these two nondimensional groups (q* and 
N*) relate to l iquid-wall  contact. With this idea, the data where 
Tw drops suddenly in the film boiling regime were extracted 
and plotted in Fig. 11, and compared to Eq. (6).  The experimen- 
tal data and Eq. (6) have similar tendencies, which encouraged 
a correlation of the data as 

q~ = 2.85N* = 2.85 Pl JaiReTOSpr~-0.5 (7) 
P~ 

Thus, if qw is less than the value calculated by Eq. (7),  the 
subcooled liquid will contact the heater surface. 

Concluding Remarks 
Based on the observations and data obtained from the present 

experimental investigation, the following summary and conclu- 
sions are made: 

1 Fluid velocity enhances highly subcooled boiling heat 
transfer as it does in the case of saturated boiling. The enhance- 
ment is much more pronounced in the film boiling regime than 
in the nucleate boiling regime. Increased liquid subcooling and 
pressure also increase flow boiling heat transfer, especially in 
the film boiling regime. 

2 Unexpected drops in Tw, up to 388°C, for a small decrease 
in qw, were recorded in the film boiling regime for runs with 
low fluid velocities. These drops were caused by the transition 
from pure film boiling to transition-film boiling. This behavior 
occurred when large-scale l iquid-solid contacts occurred on 
the wake side and/or on the front stagnation line of the heater. 
For those runs with higher fluid velocities, pure film boiling 
did not exist and no unexpected Tw drops were measured, which 
means that large-scale l iquid-solid contacts can occur directly 
after the transition from nucleate boiling to film boiling. The 
entire film boiling regime is in the film-transition boiling regime 
at higher velocities and subcoolings. This results in a lower 
burnout Tw although qmax is higher. 

3 Experimental data showed that the heat transfer on the 
downstream side of the cylinder contributed almost as much as 
that from the front part of the cylinder. The heat transfer in the 
wake cannot be neglected for high subcooling and high-flow- 
velocity film boiling. 

4 A criterion for the lower limit of wall heat flux, Eq. (7),  
was developed from the experimental data to determine whether 
subcooled liquid will frequently contact the heater surface for 
a certain wall heat flux. 

5 The ratio of qmi, to qm'ax approached 90 percent for some 
of the high subcooling and velocity levels encountered in this 
study. 
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Heat Transfer of Air/Water Two- 
Phase Flow in Helicoidal Pipes 
Heat transfer of  air~water two-phase flow in helicoidal pipes is experimentally investi- 
gated in this study. Three test sections were tested in axially horizontal, vertical, and 
inclined orientations. It has been found that the ratio of  the average heat transfer 
coefficient to that of  the water flow is affected by the water flow rate along with the 
Lockhart-Martinelli parameter. For a fixed water flow rate, there is a maximum 
heat transfer coefficient as the air f o w  rate increases. The results indicate that tube 
diameter has a significant effect on the average heat transfer coefficient ratio. For 
large-tube-diameter coils, average heat transfer results vary for  different orientations. 
For small-tube-diameter coils, orientation has an insignificant effect on the average 
heat transfer coefficient. Based on the experimental data, a set o f  correlations is 
proposed for  the average heat transfer coefficient ratio versus the liquid superficial 
Reynolds number and Lockhart-Martinelli parameter. 

Introduction 
The prominent characteristics of high heat transfer efficiency 

and compact volume in helicoidal pipes make their use im- 
portant to many engineering applications such as steam genera- 
tors, chemical plants, nuclear reactors, and even medical equip- 
ment. In most applications, gas-liquid two-phase flow occurs 
inside the pipe. Pressure drop, void fi'action, and flow patterns 
have been studied extensively for gas-liquid two-phase flow 
in curved and helicoidal pipes. Most of the frictional pressure 
drop data can be represented by the Lockhart-Martinelli corre- 
lation (Banerjee et al., 1969; Boyce et al., 1969). In the low 
flow rate range, the frictional pressure drop multipliers are also 
dependent on the liquid flow rate, in addition to the Lockhart- 
Martinelli parameter (Boyce et al., 1969; Awwad et al., 1995; 
Xin et al., 1996). Recently, Xin et al. (1996) proposed a correla- 
tion to account for the effect of liquid flow rate. It was noted 
that pressure drop multipliers are more significantly affected by 
liquid flow rate in horizontal coils than in vertical coils. 

Only a few studies have dealt with two-phase heat transfer in 
helicoidal pipes. Among them, Owhadi et al. (1968) conducted 
experiments regarding forced convection boiling heat transfer 
in helicoidal pipes. Kozeki (1973) measured film thickness and 
the boiling heat transfer rate of two-phase annular flow in heli- 
coidal pipes. It was found that the highest heat transfer coeffi- 
cient appears at the outer side of the coil and the smallest at 
the inner side of the coil. The heat transfer coefficients at the 
upper and lower side fall between those two values. In the work 
by Crain and Bell (1973), forced convection heat transfer to a 
high-quality two-phase water/stream mixture in the helicoidal 
pipe was studied. In these three papers, the heat transfer coeffi- 
cient was correlated as a function of the Lockhart-Martinelli 
parameter. 

Some work on critical heat flux, characteristics of dryout, 
and the incipient point of boiling has been reported (Unal, 1978; 
Berthoud and Sreenivas, 1990; Jensen and Bergles, 1981). In 
the experiments of two-phase flow with phase change, the qual- 
ity of the mixture changes along the pipe, so it is difficult to 
obtain fundamental information regarding flow and heat transfer 
characteristics at given gas and liquid flow rates. Nonetheless, 
the heat transfer of two-phase flow without phase change is also 
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important in engineering (e.g., heating for the promotion of 
chemical reactions between gases and liquids, or removing the 
chemical reaction heat.) To the authors' knowledge, the study 
conducted by Watanabe et al. (1990) is the only investigation 
on heat transfer of two-phase flow in helicoidal pipes without 
phase change. The helicoidal pipes used by Watanabe et al. 
(1990) had a 10 mm inner diameter and coil diameters of 100 
mm, 200 ram, and 400 mm. The coils were oriented vertically, 
horizontally, and inclined 45 deg from the vertical line. It was 
found that the local heat transfer coefficient for the horizontal 
coil varied in the coil circumferential direction, even at high air 
velocities. In addition, the average heat transfer coefficients 
were correlated using the Lockhart-Martinelli parameter in 
three regions for the vertical and horizontal coils. 

The heat transfer characteristics of air/water two-phase flow 
in helicoidal pipe have not been verified for larger pipes, how- 
ever. The effect of liquid flow rate on the relative heat transfer 
coefficient has not been carefully investigated. More informa- 
tion on wall temperature and the local heat transfer coefficient 
is needed to analyze the characteristics of the heat transfer inside 
helicoidal pipes. In this investigation, three coils with different 
pipe diameters, coil diameters, and pitches are tested to investi- 
gate the heat transfer characteristics of two-phase flow in verti- 
cal, horizontal, and inclined helicoidal pipes. Some correlations 
are suggested based on the experimental data. 

Experimental System and Data Reduction 

Experimental Apparatus. An experimental system was 
designed to conduct the two-phase flow and heat transfer experi- 
ments. A schematic representation of the flow loop is shown in 
Fig. 1. Details of this experimental system were described in 
our previous paper (Awwad et al., 1995). Some modifications 
were made to run the heat transfer experiments. A welding 
machine was used as a power source for heating. Another coil 
was connected to a chilled water line, which was placed into 
the water tank to remove the heat added to the water at the test 
section. 

The test coils were constructed using 304 stainless-steel 
tubes. The geometry of the test coils is illustrated in Fig. 2. The 
tube inner diameter, coil diameter, and pitch were 22.9 mm, 
259 ram, and 62.5 mm, respectively, for the first test section; 
10.16 ram, 127 ram, and 76 mm for the second test section; 
and 10.16 ram, 381 mm, and 381 mm for the third test section. 
The turns of the test sections were 5, 10, and 3 for the first, 
second, and third test section, respectively. The test sections 
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Fig. 2 Geometry of the test sections 

were heated with direct cun'ent (DC)  by the resistance of the 
tube wall. A voltmeter and an ammeter were used to measure 
the DC power. Also, the test sections were thermally insulated 
by wrapping them with several layers of  fiberglass. Four (first 
coil) or two (second and third coils) thermocouples were in- 
stalled on one cross section every quarter turn, except on the 
middle turn of each coil, where eight thermocouples were in- 
stalled on one cross section every eighth circle. In this way, a 

total of  136, 144, and 88 thermocouples were installed on the 
first, second, and third test sections, respectively. These thermo- 
couples were attached and electrically insulated on the pipe wall 
by Epoxy, which has high thermal conductivity and very high 
electrical resistance. Thus, the effect of heating current on the 
thermocouple readings was avoided. Inlet and outlet tempera- 
tures were measured using two sets of thermocouples with three 
thermocouples in each set. 

N o m e n c l a t u r e  

O 
dp / dz = De = 

f =  

a = thermal diffusivity, m2/s 
b = pitch, m 
C = correlating constant 
d = tube diameter, m 

coil diameter, m 
pressure drop gradient, Pa /m 
Dean number = Re(d/D)l/2 
friction factor = (dp/dz)d/ 
(½J) 

h = heat transfer coefficient, W /  
(m2°C) 

k = thermal conductivity, W / (m°C) 
n = correlating constant 

Nu = Nusselt number = hd/k 
Pr = Prandtl number = W(aP) 

q = heat flux, W / m  2 ~b = coordinate in the cross section of 
Re = Reynolds number = pud/# the pipe 

r = pipe radius, m 
T = temperature, °C Subscr ip t s  and Superscripts 
u = superficial velocity, rrds b = fluid bulk 

X = Lockhart-Mart inel l i  parameter, G = gas 
Eq. (3) i = inner surface 

XR = dimensionless parameter = 1/X or in = inlet 
( 1/X) Re°667/100 L = liquid 

z = axial location, m m = mean value 
Z = dimensionless axial location, Eq. 0 = outer surface 

(8)  out = outlet 
AT = temperature difference, °C TP = two-phase 

0 = dimensionless temperature, Eq. w_ = wall 
(4) = average value 

/.z = dynamic viscosity, k g / ( m  s) 
p = density, kg/m 3 
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Before installation, all thermocouples were calibrated against 
a precision thermometer with an accuracy of ±0.1°C. After 
installing all thermocouples, the insulated test sections with 
thermocouples were calibrated again in situ at three fixed tem- 
peratures between 20 ° and 60°C. This was accomplished by 
passing preheated water at a high flow rate through the test 
section without heating. Under such conditions, readings of all 
wall temperatures and the inlet and outlet bulk temperatures 
should be consistent. The resulting differences among the ther- 
mocouple readings were less than 0.5°C. 

The pressure drop across the test section and the pressure at 
the exit was measured by Rosemount pressure transducers to 
determine the average pressure in the test section for the purpose 
of selecting thermal properties. The entire output of the thermo- 
couples and pressure transducer was automatically recorded by 
a Hewlett Packard (HP) data acquisition system, and the data 
were stored for reduction. 

Experimental Procedure and Data Reduction. Prelimi- 
nary experiments of single-phase flow heat transfer (air and 
water) were first conducted to verify the experimental system. 
The experimental data obtained agreed well with the available 
correlations (Manlapaz and Churchill, 1981; Gnielinski, 1986), 
exhibiting deviations of less than 12 percent. 

The air/water two-phase flow investigation was performed 
for superficial air/water velocities in the ranges of 0 .2-50 and 
0.22-2.0 m/s, respectively. The heat balance was checked dur- 
ing each test run. A heat balance deviation of 10 percent was 
considered acceptable in most of the experiments, except for 
the cases of very high air flow and low water flow rates. In 
such cases, a portion of the water evaporates into the air flow 
as the fluid bulk temperature increases along the pipe. In these 
cases, the total heat input was used to determine the heat transfer 
coefficients. 

In order to calculate the heat transfer coefficients, tempera- 
tures and heat flux values on the interior surface of the helicoidal 
pipe and the bulk temperature of the fluid were required. The 
temperature drop, A T w ,  across the wall of the helicoidal pipe 
was calculated from the expression: 

A T w  = T w o -  Twi = ~ "  ~r o - r i lnr°ri - (1)  

where Two, Tw,, and q-are the outer and inner surface tempera- 
tures of the pipe and the heat flux on the interior surface of the 
pipe, respectively; ri and ro are the inner and outer radii of the 
pipe; and kw is the thermal conductivity of pipe. The local or 
mean heat transfer coefficients can be calculated by: 

h -  ¢ or h -  ¢ (2) 
Tw, - Tb AT,,, 

It is assumed that Tb increases linearly in the flow direction. 
This assumption is appropriate to determine the heat transfer 
coefficient in the fully developed region. AT,,, is the arithmetic 
mean value of the differences of wall temperatures and fluid 
bulk temperatures in the fully developed region. 

The Lockhart-Martinelli approach (1949) was used to corre- 
late the two-phase heat transfer coefficient data. The Lockhart-  
Martinelli parameter is defined as: 

@ @ 

where (dp /dzk  and (dp/dz)~ are the pressure gradients of liq- 
uid and gas single-phase flow with the same flow rates as if 
they were to flow in the pipe individually. The relative heat 
transfer coefficient, defined as the ratio of the heat transfer 
coefficient for two-phase flow to that calculated as if only the 
liquid were flowing along the pipe, hre/hL, can be correlated 

in terms of the Lockhart-Martinelli parameter (X).  The (dp /  
d z k  and (dp /dz )a  in Eq. (3) are calculated from the friction 
factor equations provided by Manlapaz and Churchill (1981) 
for laminar flow and the equation developed by Ito (1959) for 
turbulent flow in helicoidal pipe. 

Experimental Uncertainties. The quantities measured di- 
rectly included the air and water flow rates, wall and fluid bulk 
temperatures, and the power input. The air and water flowmeters 
had an accuracy of _+2 percent. All the thermocouples were 
calibrated with an accuracy of _+0.1°C; thus, it was estimated 
that the uncertainty of the temperature difference was less than 
_+0.2°C. Considering the accuracy of the voltmeter, ammeter, 
and the heat balance data, the uncertainty of the heat flux calcu- 
lation ( 6 q / q )  was estimated to be less than 5 percent. The 
accuracy of other quantities, such as geometric dimensions and 
thermal properties, were estimated to be 0.5 and 0.25 percent, 
respectively. Using the method recommended by Moffat 
(1988), an analysis of the uncertainties of X, Re, and hT~/hL 
was conducted throughout the experiments. It was estimated 
that the uncertainty of ,~rp/hz, was 12 percent and the uncertain- 
ties of X and Re were about 9.2 and 2.5 percent, respectively. 

Results and Discussion 

In the following section, the experimental results are pre- 
sented in terms of dimensionless temperature, 0, and the heat 
transfer coefficient ratio of the two-phase flow heat transfer 
coefficient to the heat transfer coefficient of water flow, hrp/ 
hL, using the air and water flow Reynolds numbers, which are 
defined by using the superficial velocities of air and water, as 
parameters. The definition of the dimensionless temperature is 
as follows: 

0 = ( T -  T~,,)/(To.,,t- T~,,) (4) 

where T~, and Tout are the inlet and outlet fluid bulk temperatures. 
The heat transfer coefficient of the water flow (he) is calculated 
from the equations provided by Manlapaz and Churchill ( 1981 ) 
for laminar flow and Gnielinski (1986) for turbulent flow, re- 
spectively: 

Nu = 4.364 + 1 + 1342/(De 2 Pr 2) 

( De ~3/2~ 1/3 
+ 1.816 1 + 1.15/PrJ J (5) 

Nu = ( f / 8 )  Re Pr ( Pr ~o.,4 

1 + 12.7x/f/8(Pr z / 3 -  1) \PTw/  (6) 

In Eq. (6),  the friction factor, f ,  is calculated by the equation 

[0.3164 ( d ) ° 5 1  ( ~ ) ° ' 2 7  
f = [ R-~dk-~.2~ + 0.03 (7) 

where the Reynolds number is defined by the superficial veloc- 
ity, which equals the volume flow rate divided by the tube cross 
section area. 

The wall temperature distributions are presented in the form 
of 0 versus dimensionless tube axial distance Z, which is defined 
as 

Z = z/TrD (8) 

The average heat transfer coefficient ratio is presented against 
the reciprocal of the Lockhart-Martinelli parameter ( 1 I X ) .  
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Fig. 3 Axial dimensionless temperature distribution in Test  Section 1 

Vertical Coils 

Temperature Distribution. Dimensionless wall temperature 
distribution along the tube axial direction is shown in Fig. 3. 
For each case, the wall temperatures at different circumferential 
locations and the fluid bulk temperature are displayed for a 
specific combination of air and water flow Reynolds numbers 
(ReL, Rea). It can be observed that the temperature distribution 
at different circumferential locations becomes linear and parallel 
to the fluid bulk temperature distribution line after two turns 
for the first test section or earlier. For the low air flow rate, the 
air flows near the top of the cross section due to gravity; there- 
fore, the temperatures at the outer part of the bottom of the tube 
cross section (~O = 0 ~ 7r/2) are much lower than those at the 
inner part at the top (~0 = 7r ~ 3~T/2), as shown in Fig. 3(a) .  
For the very high air flow rate (Fig. 3(b)) ,  the inertial force 
of the air flow overwhelms the force of gravity, and the tempera- 
ture distribution becomes almost symmetric about the upper 
part and lower part of the tube cross section. The outer coil 
wall (~b = 7r/2) and inner coil wall (~ = 37r/2) have the 
lowest and highest temperature, respectively, over the tube cross 
section, and the temperatures at the top (qJ -- ~-) and bottom 
(~O = 0) are in between and near each other. 

Local Heat Transfer Coefficient. The circumferential lo- 
cal heat transfer characteristics can be examined in detail fi'om 
the peripheral local relative heat transfer coefficient distribution 
versus the circumferential angle, ~,, in the fully developed re- 
gion. For a fixed water flow Reynolds number, the peripheral 
relative local heat transfer coefficient distributions for different 

air flow Reynolds numbers are shown in Fig. 4. For the low 
and medium air flow Reynolds numbers (Rec < 5000), the 
maximum heat transfer coefficient occurs at the outer bottom 
corner of the tube cross section (~b = 7r/4) and the inner side 
of the coil is the lower heat transfer region (qJ = ~r ~ 27r). For 
a very high air flow Reynolds number (Re~ > 15,000), the air 
flow inertial force and centrifugal force dominate the flow, and 
the circumferential heat transfer coefficient distribution be- 
comes symmetric about the horizontal axis of the tube cross 
section. The inner and outer coil walls have the lowest and 
highest heat transfer coefficients, respectively. This can be ex- 
plained by the film inversion at high air flow rate and low water 
flow rate. In such cases, the liquid film thickness in the inner 
wall region can be about four times that of the outer wall region 
(Banerjee et al., 1969). This phenomenon was also observed 
by Awwad et al. (1995) for horizontal helicoidal pipes with the 
same ranges of flow rates employed in the present experiments. 

Average Heat Transfer Coefficient. Figure 5 shows the vari- 
ation of the average value of hTp/hL versus the reciprocal of the 
Lockhart-Martinelli parameter (1/X).  For all the coils, it can 
be observed that the average heat transfer coefficient ratio is 
not only a function of the Lockhart-Martinelli parameter but 
also dependent on the liquid flow Reynolds number. The depen- 
dence of the heat transfer coefficient ratio on the liquid flow 
Reynolds number is more significant for the large-tube-diameter 
coils (Test Section 1) than the small-tube-diameter coils (Test 
Section 2 and 3). For a fixed water flow Reynolds number, 

. . , ~  " J  

I-¢ 
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(Oshinowo et al., 1984). Even though the local heat transfer 
characteristics are different, the same results for the average 
heat coefficient ratio have been obtained in both vertical and 
horizontal cases of the second and third test sections. Therefore, 
only the first test section was tested in inclined orientation. 

Comparison and Correlations. From the results, it is 
found that heat transfer behavior is very different for large- and 
small-tube diameter coils. The results shown in Figs. 5 and 
8 (a) indicate that different orientations have different average 
heat transfer coefficient curves versus the reciprocal of the 
Lockhart-Martinelli parameter for the large-tube-diameter coil 
(Test Section 1 ). The following correlations were obtained for 
Test Section 1 in different orientations: 

1 For vertical orientation, 

/ 1 ~0.469 
h,r = 0.1646 Re~254|-- |  
hL \ x /  

the heat transfer coefficient ratio increases and subsequently 
decreases as the air flow rate increases. In other words, there 
is an optimum air flow rate that causes the heat transfer to be 
fully enhanced at a fixed water flow rate. The similar phenome- 
non also exits in the two-phase upflow in straight vertical pipe 
at a low water flow Reynolds number (Oshinowo et al., 1984), 
which is also shown in Fig. 5 for comparison. This phenomenon 
is even more obvious in the small-tube-diameter coils (Test 
Sections 2 and 3) than in the large-tube-diameter coil (Test 
Section 1 ). It is important to note that the introduction of very 
low air flow rates into the water flow can reduce the heat transfer 
coefficient, as indicated in this figure. 

Horizontal and Ind lned  Coils. Two-phase flow in hori- 
zontal and inclined coils is very complicated, and the flow pat- 
terns in different cross sections vary (Awwad et al., 1995). In 
this experiment, the two-phase fluid mixture flows into the coils 
from the bottom of the coils, then moves up and down periodi- 
cally through the coils. This flow characteristic causes the tube 
wall temperatures to fluctuate periodically along the tube axial 
direction, as shown in Fig. 6 for the low air flow Reynolds 
number. When the air flow rate is very high, the air flow inertial 
force overcomes the force of liquid gravity and makes the flow 
pattern uniform around the coil. Therefore, the wall temperature 
fluctuations vanish, and the wall temperatures at different cir- 
cumferential locations become linear in the developed range. 
For the inclined coil (60 deg from horizontal ), the wall tempera- 
tures also significantly fluctuate periodically along the flow di- 
rection. 

Consequently, for horizontal and inclined coils, the peripheral 
local heat transfer coefficient ratio varies, as indicated in Fig. 
7, as examples. It can be observed that the local heat transfer 
coefficient ratio distributions at both ends of one turn far down- 
stream from the inlet (third turn of the first test section, sixth 
turn of the second test section) are almost identical. This implies 
that the distribution pattern is repeatable from one turn to an- 
other. Hence, the flow and heat transfer can be thought to be 
periodically fully developed. The distribution seen in Fig. 7 (b) 
confirms that for a high air flow rate, the peripheral distributions 
at different locations along the flow are almost identical and 
symmetric. 

The results of the average heat transfer coefficient ratio are 
displayed in Fig. 8 for Test Sections 1 (in horizontal and in- 
clined), 2, and 3, respectively. The dependence of the heat 
transfer coefficient ratio on the liquid flow Reynolds number, 
in addition to the Lockhart-Martinelli parameter, is also true 
for the horizontal and inclined coils. As indicated in Fig. 8, the 
S-shaped variations of average heat transfer ratio with 1/X exist 
for most of the water flow Reynolds numbers. The same charac- 
teristic exists in two-phase downflow in vertical straight pipe 

X e [-O'Ot61(tn(l/X))2-O'O166(ln(l/X))3] (9) 

0.l < I / X  < 50, 550 < ReL < 18,000 

2 For horizontal orientation, 

hrP = 0.6235 Re~Z3tx Rl'335e [O'842(InXR)2-O'I444(InXR)31 (10) 
hL 

0. l < 1/X < 40, 550 < ReL < 17,500 

where XR = ( 1/X) *Re°i667/100. 
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Fig. 7 Peripheral local relative heat transfer coefficient distribution of 
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The hTp/hL variat ion with 1 I X  of horizontal  and incl ined coils 

For inclined orientation (60 deg from the horizontal), 

hre 0.953 ~ 0.0464[ 1 ~0.~93 
h-T = KeL t ~ -  ) (11) 

0.1 < 1/X < 25, 1400 < Re~ < 22,000. 

For the small-tube-diameter coils, it is found that the orientation 
has almost no effect on the average heat transfer coefficient. 
This conclusion leads to a single correlation for small-tube- 
diameter coils, as follows: 

hTp " / ~ \ 0 . 4 8 2  

- -  = C R e  ° ' ° ~ ° ~ ( ~  e t o .o .~ ( t . ( , / ~ )¢  
h~ c ~X J (12) 

0.03 < 1/X < 30, 1000 < Re~ < 1. X 10 ~ 

where C = 0.887 and 1.509 for the second and third test sec- 
tions, respectively. The comparisons between the experimental 
data and the correlations are displayed in Figs. 9 and 10 for the 
large-tube-diameter coils and small-tube-diameter coils, respec- 
tively. In Fig. 9, n equals 0.254, 0.231, and 0.046 for vertical, 
horizontal, and inclined orientations, respectively. X~ takes the 
value of  1/X for vertical and inclined cases and ( l /X)Re°667/  
100 for the horizontal case. A fairly good agreement is obtained, 
except in Fig. 10 where the data vary by approximately a factor 
of  four at 1/X = 2. This variation can be explained by the fact 
that the heat transfer coefficient ratio is dependent on the liquid 
flow Reynolds number, in addition to the Lockhart-Mart inel l i  
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Fig. 9 Compar ison  of the exper imenta l  data  wi th the corre lat ions of 
Test  Sect ion 1 

parameter (X) .  In general, this effect is not significant for small- 
tube-diameter coils, except the data near 1/X = 2, where the 
liquid flow rate effect is very sensitive and cannot be represented 
by the term Re °'°4°~ in Eq. (12),  which covers the whole data 
set. 

C o n c l u d i n g  R e m a r k s  

The heat transfer of air and water two-phase flow in helicoidal 
pipes has been experimentally investigated in the present study 
for three test sections in vertical, horizontal, and inclined orien- 
tations. The large-tube-diameter coil exhibits a different heat 
transfer behavior than the small-tube-diameter coils. The maxi- 
mum heat transfer coefficient exists for a fixed water flow rate 
as the air flow rate changes. Orientation has a significant effect 
on heat transfer in the large-tube-diameter coil but has little 
effect in the case of  the small-tube-diameter coil. For vertical 
coil, it has been found that fully developed flow and heat transfer 
are established after two turns. The tube wall temperatures vary 
periodically along the tube axial direction for the horizontal 
and inclined coils. An examination of the peripheral local heat 
transfer distributions around the coil indicates that flow and 
heat transfer can be thought of as periodically fully developed 
far downstream from the inlet. The average heat transfer coeffi- 
cient results have been evaluated and presented for all the coils. 
The correlations of  the average heat transfer coefficient ratio 
are proposed for the present experiment ranges. 
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An Experimental Study of 
Constant-Pressure Steam 
Injection and Transient 
Condensing Flow in an Air- 
Saturated Porous Medium 
In this paper the unsteady process of  constant pressure steam injection into an air- 
saturated porous medium is studied experimentally. To this end, vertical glass tubes 
are packed with dry quartz sand and injected with dry steam. The propagation of  
the steam front appears to be proportional to ~ .  It is observed that the water 
saturation is homogeneously distributed and remains below the irreducible water 
saturation. Furthermore, the theoretical model of  Brouwers and Li (1994) of  the 
process is applied to the experiments' and extended to take wall effects into account. 
A comparison of  the predicted front penetration and amount of  condensed water with 
the experimental results yields fairly good agreement. 

Introduction 
Steam flow in porous media with heat transfer and condensa- 

tion is encountered in many practical applications. Examples 
are steam injection enhanced oil recovery, geothermal energy 
production, drying processes, and cleaning contaminated soils. 

Marx and Langenheim (1959) and Ramey (1959) were the 
first to model hot fluid injection into an oil reservoir. Mandl 
and Volek (1969) assessed the magnitude and importance of 
heat transfer ahead of the front and performed experiments. 
Based on the assumption of constant steam front velocity, Men- 
egus and Udell (1985) and Stewart et al. (1989) also obtained 
an analytic expression, which agreed with their experiments. 
Morrison (1973) studied transient two-phase flow in porous 
media. Heat transfer ahead of the front was neglected and the 
governing equations were solved numerically. Based on a sim- 
ple single-phase flow model, Brouwers and Li (1994) derived 
analytical expressions for transient condensing steam flow in 
a porous medium. Hanamura and Kaviany (1995) derived a 
constant-pressure steam injection model assuming a quasi- 
steady behavior and the presence of a liquid slug, and neglecting 
axial conduction in the dry air-saturated downstream region. 

Constant-pressure injection experiments have been reported 
by Nilson and Montoya (1980), Tsuruta et al. (1988), and 
Hauamura and Kaviany (1995). Nilson and Montoya (1980) 
studied the injection of freon vapor into an initially dry sand 
pack. Tsuruta et al. (1988) and Hanamura and Kaviany (1995) 
investigated the injection of steam into a dry porous medium 
formed by packed glass beads. In both studies it was observed 
that if the condensate saturation is higher than the residual 
saturation, the superfluous condensate swept as a slug ahead of 
the steam front. 

Constant-pressure steam injection and transient condensing 
flow in dry sand has, to the author's knowledge, never been 
reported. This situation is considered to be typical for the clean- 
ing of the vadose zone of polluted subsoils. Accordingly, such 
experiments have been performed and the results are presented 
in this paper. 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division Juae 1995; 
revision received December 1995. Keywords: Condensation, Moving Boundaries, 
Porous Media. Associate Technical Editor: R. Viskanta. 

Theory 
In this section the analysis of Brouwers and Li (1994), con- 

cerning the one-dimensional longitudinal and unsteady propaga- 
tion of the steam front, is recapitulated. The homogeneous and 
isotropic porous medium was considered to have a constant 
thickness and to be confined by impermeable and adiabatic top 
and bottom layers. The process studied involved the displace- 
ment of air by dry steam, which partly condenses to heat up 
the porous medium and initial groundwater. 

Throughout their paper, it is assumed that the water saturation 
S~ is smaller than irreducible (residual or connate) water satura- 
tion Sir, so that this liquid water is immobile. This water satura- 
tion consists of two parts, that is, the initial water saturation 
Sz0, which is zero, and the formed condensation water saturation 
Sic. Thus it is assumed that 

Sl = Sic + Sio < Si, (1) 

It is noted that the assumption ( 1 ) is applicable because Sir can 
amount to 20-25 percent (Buchlin and Stubos, 1991 ). Assump- 
tion (1) will be verified at the end of this section and in the 
experimental part of this paper. 

The steam is injected at x = 0 at constant pressure. The steam 
flows through the unsaturated matrix to the condensation front 
(Fig. 1), the position of the front designated by Xo(t), where 
the ambient pressure Po is attained. 

There the condensation exists until the porous medium and 
the groundwater are heated up to the saturation temperature of 
the steam. It is assumed that the vapor, condensate, and matrix 
behind and in the front are in thermodynamic equilibrium, since 
the intraparticle thermal resistance and resistance from fluids to 
particles are both small. 

The pressure drop between injection point and condensation 
front (typically 0.1 bar) is much smaller than the absolute pres- 
sure in the porous medium (ambient pressure), so that Tsar may 
be regarded as a constant. Hence, behind the steam front (0 -< 
x -< X0), the temperature of the porous medium, water and 
steam, equals T,,t. Furthermore, a one-dimensional representa- 
tion of the process was imposed by assuming the process to be 
uniform perpendicular to the direction of flow. 

Based on an overall mass balance of water (steam and con- 
densate), Darcy's law, and an energy balance at the steam front, 
the front position was obtained as 
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Xo = ~ a 2 k ~  (2 )  

where k follows from 

] ~ y  effc ( h y ) e  x%2 = X (3 )  

with 

[a21"  "o)K,,11'2 
Y = L~a,J k ~ --  ~ J (4 )  

and 

and 

al -- _ _  (5 )  
psC ps 

2ffrvHlat( Pin - Po)t< 
a2 = _ _  (6 )  

p ,  cp,(T~. ,  - To )uo  

and erfc (x) ,  the complementary error function, defined as: 

2 e x p ( -  ~2)d~/ (7 )  e r f c ( x )  = 1 - e r r ( x )  = 1 - ~  =0 

For a given y, which is determined by al and a2, h can be 
determined as the root k (y )  of Eq. (3 ) .  Subsequently,  the 
steam-front posit ion then follows from Eq. (2 ) .  Thus it is suffi- 
cient to know how k (y )  changes versus y. The dimensionless  
group y is a measure for the latent heat transport  by vapor flow 
divided by the heat conducted away a h e m  of the front. 

Brouwers and Li (1994)  computed k (y )  numerically,  the 
results of  which are depicted in Fig. 2. Equation (4 )  reveals 
that the effect of condensed water in the porous medium on 
permeabili ty was described with the concept of relative perme- 
ability. 

The amount  of condensed water in the porous medium was 
determined as: 

Sic = psCps(Tsat - To) (8 )  
HlatC~t Z pt 

Equation (8 )  reveals that the amount  of  condensed steam does 
not depend on the posit ion of the front. Hence, both  the water 
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saturation behind  the front and the relative permeabil i ty of the 
steam are constant. 

E x p e r i m e n t a l  R e s u l t s  

One-dimensional  steam injection experiments into an air-sat- 
urated dry sand pack were conducted for model comparison. 
Dry sand was chosen to avoid having the water saturation ex- 
ceeding &,.. Two pyrex glass tubes were used, one with a thin 
wall ( tube I)  and one with a thick wall ( tube II ) ;  see Table 1. 
The length of the tubes ( thickness of the packed bed)  was about 
l m .  

With each tube, two experiments were performed. The tubes 
were filled with dry quartz sand, because of the spherical grain 
size and nearly pure silica composit ion ( 2 9 9  percent) .  The 
particle size distribution of the sand is given in Table 2. From 
this distribution and the formula of Fair and Hatch (1933) :  

Table  1 Glass  tubes used 

Exp Tube D~ Do 

1 I 5010 mm 52.5 mm 
2 I 50.0 mm 52.5 mm 
3 II 51.0 mm 56.0 mm 
4 II 51.0 mm 56.0 mm 

N o m e n c l a t u r e  

al = thermal  diffusivity, m2s-1 t = time, s 
a2 = parameter,  Eq. (6 ) ,  m2s t u = superficial velocity, ms -~ 
Cp = specific heat, Jkg-~K < Xo = position of steam front, m 

Dz = inner  diameter  of the tube, m x = coordinate, m 
Do = outer diameter  of the tube, m y = dimensionless  group, Eq. (4)  
dp = mean  particle size, m B = parameter,  Eq. (14)  

H~,t = latent heat of  condensation,  Jkg -~ ~7 = dynamic viscosity, Pas 
k = thermal conductivity, W m  1K ~ • = absolute permeabili ty,  m 2 
L = thickness of  packed bed, m Kr = relative permeabil i ty 
n = power-law coefficient k = dimensionless  parameter  
P = pressure, Pa u = kinematic viscosity, m2s 
S = saturation p = density, kgm -3 
T = temperature, K ~b = porosity 

d o = ~ookOl.~e o~ pwre< i.~xcr -+ 

Subscripts  

a = air 
c = condensate 
g = glass tube 

in = injection 
l = water 
s = pertaining to sand and air 

sat = saturation 
v = vapor 
0 = initial condition 

Superscripts  

= mean 
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Table 2 Particle size distribution 

Diameter,/am Mass fraction, percent 

>300 2.92 
250-300 36.08 
212-250 30.21 
150-212 28.33 
125-150 1.78 
90-125 0.39 
63-90 0.05 

<63 0.00 

d p = 0 . 7 8 (  x w i ~ - '  ~ - j  (9) 

an effective particle diameter d v = 0.228 mm follows. In Eq. 
(9) wi represents the mass fraction of particles between two 
sieves with diameterL__ L and d2, and dl the geometric mean of 
the two sieves, or Vd~d2. 

After each experiment the sand was removed and the tube 
cleaned and dried. For each experiment, new and dried sand 
was used, so that an initial water saturation of zero was ensured. 
Both ends of the tube were sealed with removable nylon plates 
with inlet connections and mounted filter screens to prevent the 
passage of sand. 

Before the steam injection experiments were run, the perme- 
ability of the dry sand bed was determined by measuring the 
pressure drop of air flow across the sand pack for various flow 
rates and pressure drops. The Reynolds number ranged from 
1.2 to 2.2. The permeability was determined via 

4rI.Pi,,Lqbi,, 
K = 2 2 7rDi (Pin  - -  P~) ( 1 0 )  

which takes into account the compressibility of the air. (hi,, is 
the volume flow rate at the entrance of the column. The perme- 
ability of the packed beds ranged from 6.6 x 10 i~ m 2 to 8.6 
x 10  -11 m 2 and the porosity from 43 to 45 percent; see Table 
3. The porosity was determined by comparing the bulk density 
of the packed column and the density of the sand. In Table 4 
the physical properties of the sand are tabulated. With the poros- 
ity and the effective particle diameter (see Eq. (9)),  the perme- 
ability can also be computed with the Kozeny-Carman equation 
(Buchlin and Stubos, 1991): 

K --  d / ] ~ 3  (11) 
181(1 - ~b) z 

In Table 3 the computed K are also included. One can see the 
fair agreement between the x values based on the air flow 
measurements and the K values based on the particle size distri- 
bution and the Kozeny-Carman equation. In what follows the 
values obtained with the air flow measurements will be em- 
ployed. 

During the steam injection experiments, to prevent heat losses 
to the surroundings, approximately 20 mm of insulation was 
wrapped around the tube. A small stripe was uncovered to per- 
mit visual inspection and determination of the steam front. Im- 
mediately after the front, in the region passed by, by the front, 

this small stripe was closed with insulation as well. As soon as 
the steam front had attained the top of the tube, the steam 
injection was stopped. 

In a low-pressure steam generator distilled water was evapo- 
rated, providing steam with a maximum absolute pressure of 4 
bar. This steam was reduced in pressure, and premature conden- 
sation of the superheated steam in the supply channels (ID 0.25 
in.) was prevented by electrical resistance heating. 

Dry steam was injected with an absolute inlet pressure of 1.2 
bar. With a thermometer the steam temperature at the entrance 
of the tube was measured, showing a slight and negligible super- 
heat of the steam (of order 3°C). 

The initial temperature To of the sand pack was around 20°C. 
The ambient pressure P0 was measured with a mercury barome- 
ter and ranged from 1.004 to 1.024 bar. 

In Figs. 3 and 4 the experimentally observed position of 
the steam front is depicted against the elapsed time for the 
experiments with tube I and II, respectively. One can see that 
the position of the steam front by good approximation varies 
with the square root of time indeed for all experiments. This 
remark is in qualitative agreement with the theory; see Eq. 
(2). In the next section the measured results are compared 
quantitatively with theory. 

The effective permeability of sand bed with condensate, x,~K, 
was measured 24 hours after the experiment by measuring the 
pressure drop of air in the wet column at ambient temperature, 
yielding values of t¢,~ ranging from 0.54 to 0.73 (Table 3). This 
procedure is acceptable as Piquemal (1994) concluded that air-  
water relative permeabilities at room temperature are in accor- 
dance indeed with steam-water relative permeabilities at ele- 
vated temperatures. 

The amount of condensate in the tube was computed by 
measuring the increase in weight of the tube due to the conden- 
sation of water. From this information experimentally deter- 
mined values of the water saturation were obtained, which are 
listed in Table 3. 

The relative permeability and water saturation are generally 
related by: 

K,~ = (1 -- &)" (12) 

With K~ and St known (& = Sk,, since &0 = 0), n can be 
computed with the help of Eq. (12), the result is included in 
Table 3. One can see that the magnitude of n is in the range 
found in the literature (Buchlin and Stubos, 1991; Falta et al., 
1992). Note that 1 - St corresponds to &. 

These measured water saturations are in fact averaged values 
within the tube. In order to investigate the homogeneity of the 
water saturation in the sand pack, and possible transport of 
water, a fifth experiment was executed with tube II. To create 
a larger amount of condensate, the sand was densely packed 
(~b = 0.41 ) by intense vibrating and the tube was not insulated. 
During the experiment it was verified that the steam front is 
planar. The maximum distance between foremost and hindmost 
front position amounted to only a few ram. 

After the experiment the average water saturation was deter- 
mined in the same way as for experiments 1-4; see Table 5. 
In addition, after the tube cooled down, samples of the sand 
were taken at the bottom (where the injection takes place), the 
middle and the top of the tube. By drying these samples (105°C) 

Table 3 Experimental data and computed K, n, and Stc 

Exp • [m 2] K~ @ Sic /3 K [m 2] n &c 

Experiments Eq. (11) Eq. (12) Eq. (18) 

1 7.4 X 10 -1~ 0.54 0.45 0.133 1.150 8.6 X 10 -H 4.24 0.126 
2 6.6 × 10 it 0.62 0.45 0.140 1.148 8.6 x 10 " 3.12 0.128 
3 8.6 X 10 -H 0.73 0.44 0.146 1.293 7.8 x 10-" 2.04 0.149 
4 6.7 × 10 -u 0.69 0.43 0.157 1.387 7.0 × 10 -H 2.17 0.156 
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Table 4 Properties of quartz sand, air, and glass tube 

Sand Air Glass 

k, W/mK 8.8 0.0257 1.17 
p, kg/m 3 2650 1180 2500 
cp, J/gK 1000 1007 840 

and measuring the weight loss, the water saturation at these 
three locations is obtained. In Table 5 the results are summa- 
rized. 

The values of Table 5 indicate that indeed the water saturation 
is higher than with experiments 1 and 4, due to greater heat loss. 
Furthermore, one can see that the water saturation is practically 
constant in the tube, confirming a prediction of the presented 
model. Table 5 also shows that, even for the large water satura- 
tion, no water has been transported as a slug ahead of the front. 
This contrasts with the experiments of Nilson and Montoya 
(1980), Tsuruta et al. (1988), and Hanamura and Kaviany 
(1995), who observed a liquid slug. Obviously, here the water 
saturation is still smaller than the irreducible saturation. This 
observation of Sir being larger than 0.21 corresponds with values 
of Sir found in the literature (Buchlin and Stubos, 1991). As 
water has not been swept for S~ ~ 0.21, it can be assumed that 
this was not the case either in experiments 1-4  where S~ < 
0.16. This conclusion is confirmed by the observation during 
experiments 1 to 5 that no water was leaving the column at the 
exit. The immobile water phase formed a major assumption of 
the one-phase flow model of Brouwers and Li (1994). 

In order to determine the temperature in the dry sand ahead 
of the front, two experiments have been performed with five 
equidistant thermocouples placed in the center of the sand pack. 
The measurements revealed that the dry sand is at ambient 
temperature up to the moment the steam front passes by. So, 
in the column a sharp temperature rise occurs at the steam front, 
implying negligible axial conduction ahead of the front. 

Model Validation 
In order to compare the theory with the experimental data, 

the properties appearing in a~ and a2 need be assessed. Both in 
al and a2 several physical properties appear. In a2 also the 
effective permeability Kr0K figures, which was obtained experi- 
mentally with the help of the air flow-pressure drop measure- 
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Fig. 3 The experimentally measured steam front position in tube I and 
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Fig. 4 The experimentally measured steam front position in tube II and 
the pertaining theoretical predictions 

ments 24 hours after the experiment, as explained in the previ- 
ous section. 

The physical properties appearing in al were evaluated at P0 
and To (ambient conditions), as these conditions prevail ahead 
of the front. The effective thermal conductivity k, is computed 
with the model of Zehner and Schltinder (1970). This procedure 
yields values of ks of 0.270 W/mK to 0.301 W/mK. The mean 
heat capacity pscps is obtained by adding the weighed contribu- 
tions of sand and air. Both ks and ~~p, depend on the porosity 
of the packed sand. 

The properties appearing in a2 were evaluated at the mean 
conditions between entrance and steam front, i.e., (Pin + Po)/ 
2 ( ~ 1.1 bar) and Tsat (depends on P0, Tsat ~ 100°C). The physi- 
cal properties of the steam were taken from V.D.I. ( 1991 ). 

With al and a2 known, y was computed to have a value 
ranging from 40 to 47. Subsequently, values of k greater than 
0.999 followed from Eq. (3). These values of k, which are 
nearly unity, imply that all liberated latent heat at the front is 
available for heating up the sand pack, and that axial heat losses 
are negligible (Brouwers and Li, 1994). This result is in 
agreement with the measured temperature profile in the dry 
sand. 

A first comparison of experimental data with theory showed 
that the progress of the front is slower than expected theoreti- 
cally. This can be explained by the heat needed to heat up the 
walls of the glass tube and heat loss to the surroundings. This 
supposition is confirmed by the fact that the theoretical S~, 
following from Eq. (8), equals about 0.11. Table 3 reveals that 
after the experiment, depending on the used tube, Stc= 0.13- 
0.16 is measured. This result implies that more steam has con- 
densed than is needed for heating up the sand pack. One can 
also see that this effect is more pronounced for the thick-walled 
tube. Accordingly, a modification of the theory is presented to 
take account of the heating up of the glass tube. 

Table 5 Measured average water saturation, and water 
saturation at three positions in the tube (experiment 5) 

Tube S/, 

Average 0.194 
Bottom 0.219 
Middle 0.189 
Top 0.204 
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As has been said, X ~ 1, implying that all liberated latent 
heat is used to heat up the sand and the glass tube at the front. 
An energy balance at the front yields: 

dXo 
pvUvHlat = pTCps/3( T~,, - To) - -  (13) 

dt 

In this equation the term/3 reckons with the heating up of the 
glass tube: 

/3: I + 1 p.,c---p.~ LD~ - 1 (14) 

The steam flow to the front obeys Darcy's law: 

Xou~,~o 
-- Pin -- Po (15) 

KroK 

Combining Eqs. (13) and (15), inserting Eq. (6),  solving the 
differential equation, and applying the initial condition 

x01,:0 : 0 (16) 

yields: 

x0 = ( 1 7 )  

The amount of condensed water in the porous medium can be 
obtained from an energy balance of liberated latent heat and 
heat required to heat up packed sand and tube wall, yielding: 

S,c = p ~ , ~ ( Z ~ , t -  To)/3 (18) 
Hl,tq~pt 

Equations (17) and (18) are modifications of Eqs. (2) and (8),  
respectively, and account for the heating-up of the tube wall in 
case h = 1. That is, X = 1 when the thermal conductivity ahead 
of the front (or resistance to vapor flow) is negligibly small. 
In Table 3/3 is given for both tubes, confirming that/3 is highest 
for the experiments with the thick-walled tube. 

Note that axial conduction in the glass tube, as well as the 
sand bed, can be neglected. This can be verified by considering 
the poor thermal conductivity of the pyrex glass (Table 4). 

Now it is possible to compare the theoretical prediction of 
the steam front position (Eq. ( 17 )) with the experimental obser- 
vations. In Fig. 3 the results of experiments 1 and 2 with tube 
I are presented with the applicable theoretical predictions. In 
Fig. 4 experiments 3 and 4 with tube II are summarized. The 
theoretical lines do not coincide as for each experiment ~b, x, 
K,~, etc. (and hence also az) have different values. 

One can readily see that the theoretical predictions of the 
position of the steam front agree well, at least qualitatively, 
with the observed position. Particularly for the experiments with 
tube II, there is good agreement. The worst prediction of the 
steam front is found with experiment 2, and corresponds to the 
worst agreement between the predicted and measured amounts 
of condensate; see Table 3. A part of the discrepancy can be 
attributed to the inaccuracy of the measurements. The uncer- 
tainty analysis in the appendix reveals that the maximum rela- 
tive error of the front position, dXo/Xo, is 7.5 percent. 

Conclusions 
In this paper the constant-pressure steam injection into a dry 

and air-saturated porous medium has been investigated experi- 
mentally. To measure the vertical upward flow of the steam 
front, a test setup and two vertical glass tubes packed with 
quartz sand have been used. 

A comparison of the experimental results reveal that the con- 
duction ahead of the front can be neglected. Furthermore, the 
heating of the glass walls, on the other hand, has a substantial 

effect on the steam front position and amount of condensed 
water. 

In order to account for this effect, a simple modification of the 
theory by Brouwers and Li (1994) is proposed. A comparison of 
the predicted steam front position and condensed water by this 
modified theory with the experimental result yields fairly good 
agreement. 

Furthermore, it has been verified that the water saturation 
remains below the irreducible saturation and is homogeneously 
distributed in the sand pack. These features formed the basis of 
and were predicted by, respectively, the one-phase flow model 
of Brouwers and Li (1994). 
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A P P E N D I X  

Uncertainty Analysis 
The uncertainty analysis presented here follows the proce- 

dures described by Kline and McClintock (1953) and Holman 
(1978). The primary experimental data, such as P0, P~n, and 
To are used to calculate the desired (dimensionless) quantities 
al ,  az, y ,  k, and Xo(t ) .  The uncertainty in these calculated 
results is obtained by considering the uncertainties in the pri- 
mary measurements and is discussed below. 

The uncertainty in a calculated result I, which is a function 
of the independent variables i l ,  i2 . . . . .  in, reads: 

dournal of Heat Transfer MAY 1996, Vol. 118 / 453 

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



_ _  = Ol aI . . .  a/Tj2a/ol [~]2 [X_~]2 [~22 _~]2 qt_ @ IX 
(A.1) 

where din, di2 . . . . .  din represent the uncertainties in the quanti- 
ties il ,  i2 . . . . .  in. 

The uncertainty in a2, denoted by daz, depends on dKr~K, 
dp.,cp,, dPo, dPi,, dT.,at, dTo, dill,t, and duo; see Eq. (6).  The 
effective permeability of the wet sand K,oK is measured sepa- 
rately via flow and pressure drop measurements; see Eq. (10). 
Uncertainties in the physical properties, geometric properties, 
ambient pressure, and temperatures are much smaller than the 
uncertainty of the inlet pressure and gas flow, and are therefore 
neglected. Application of Eq. (A.1) to a2 and K,~K produces: 

[da:l  r+rd,<:,<l (1 .2)  
az J P i n  - Po J L K,~K J 

KrvK J = LP~o-~o~J L P,. J 

Pin and P0 in Eq. (A.2) reflect the pressures during the steam 
front measurements (pressure drop amounts to 0.2 bar). Pin and 
Po, appearing in Eq. (A.3),  are the pressures during the air 
flow measurements, which took place 24 hours after the steam 
front measurement (P,, - Po is about 1.4 bar). 

The inaccuracy in front position is mainly caused by the 
inaccuracy in a2. Applying Eq. (A.1) to Eq. (2) yields: 

dXo da2 

X0 2a2 
(A.4) 

With the help of Eqs. (A.2) - (A.4)  the relative inaccuracy of 
the lines drawn in Figs. 3 and 4 can now be assessed. This 
uncertainty is much larger than the uncertainty in measured 
front position and time, which are depicted in both figures as 
discrete symbols. 

The gas flow is measured with the aid of a rotameter with 
an inaccuracy dq%, of 100 I/h, and the inlet pressure with a 
bourdon pressure gage with an inaccuracy dP,, of 0.02 bar. 
Hence, for the experimental data of Figs. 3 and 4 the maximum 
dXo/Xo amounts to 0.075. 
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A Pore-Network Study of Bubble 
Growth in Porous Media Driven 
by Heat Transfer 
We present experimental and theoretical investigations of vapor phase growth in 
pore-network models of porous media. Visualization experiments of boiling of ethyl 
alcohol in horizontal etched-glass micromodels were conducted. The vapor phase 
was observed to grow into a disordered pattern foUowing a sequence of pressurization 
and pore-filling steps. At sufficiently small cluster sizes, growth occurred "one pore 
at a time," leading to invasion percolation patterns. Single-bubble (cluster) growth 
was next simulated with a pore-network simulator that includes heat transfer (convec- 
tion and conduction), and capillary and viscous forces, although not gravity. A 
boundary in the parameter space was delineated that separates patterns of growth 
dictated solely by capillarity (invasion percolation) from other patterns. The region 
of validity of invasion percolation was found to decrease as the supersaturation (heat 
flux), the capillary number, the thermal diffusivity, and the vapor cluster size increase. 
Implications to continuum models are discussed. 

Introduct ion 

Flows in porous media that involve liquid-to-gas phase 
change occur in many problems of interest. The phase change 
can be brought about by solute diffusion, where the supersatura- 
tion is supplied by pressure reduction (see Li and Yortsos, 1994, 
1995a, b), or by heat conduction, where the phase growth is 
controlled by the rate of heat supply. The latter include problems 
in enhanced boiling heat transfer (Thome, 1990), flows in geo- 
thermal systems (Schubert and Straus, 1979; Straus and Schu- 
bert, 1981 ), heat pipes (Ogniewicz and Tien, 1979; Udell, 1983, 
1985), and severe nuclear reactor accident scenarios (Dhir and 
Catton, 1977). In this paper we consider the second problem 
with particular emphasis on single-bubble growth. 

As with other porous media processes, this problem can be 
studied at three different levels: ( 1 ) the single-pore level, where 
the emphasis is on the mechanics of gas-phase nucleation, film 
and comer flows, wetting phenomena, and the distribution of 
phases within single pores; (2) the pore-network level, where 
the emphasis is on the integration of events in an interacting 
ensemble of pores, where pore network topology is predomi- 
nant; (3) the continuum level, where the emphasis is on the 
average behavior of the system in terms of variables such as 
heat fluxes, temperature, and saturation levels. 

Most of past efforts have addressed the continuum level, 
where the pore-space dynamics are lumped into relative perme- 
ability and capillary pressure functions imported from the iso- 
thermal, immiscible displacement literature (Bau and Torrance, 
1982; Udell, 1985; Stubos et al., 1993; see also Epstein, 1994). 
This approach has certain shortcomings: ( 1 ) In enhanced boil- 
ing experiments, the porous layers might not be extensive 
enough for the volume-averaging implicit in the continuum ap- 
proach to be valid; (2) the relative permeability and capillary 
pressure functions are taken to be independent of the rates of 
heat transfer. This assumption may not be valid. 

Experimental investigations also focused on macroscale 
quantities (Sondergeld and Turcotte, 1977; Straus and Schubert, 
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1981 ; Tung and Dhir, 1990). As in pool boiling (Thome, 1990 ), 
the relation between heat flux and applied superheat has been 
sought. Over porous surfaces the boiling curves are smoother 
than in typical pool boiling, while a substantial hysteresis exists 
in vaporization and condensation cycles (Afgan et al., 1985; 
Fukusako et al., 1986; Kovalev et al., 1987). Enhanced boiling 
data have been related to the mechanisms of pool boiling over 
smooth surfaces, but little effort has been devoted to analyzing 
the micromechanics in porous media. Thus, although fundamen- 
tal to a variety of applications, the underlying mechanisms at 
the pore and pore-network levels are still poorly understood. 
The latter include the onset of nucleation, the configuration of 

vapor  and liquid phases within single pores or networks of 
pores, the roles of heat transfer, capillarity, phase equilibria and 
superheat rates. 

Contrary to growth in the bulk (Plesset and Prosperetti, 1977) 
or in effective media (Li and Yortsos, 1994; Epstein, 1994), 
the patterns of growth of the vapor phase in porous media are 
expected to be disordered and not compact. We expect a similar- 
ity with external drainage patterns (displacement of a wetting 
fluid by an externally injected nonwetting fluid). These depend 
on the viscosity ratio and the capillary number, Ca = ul~ly, 
where u is the injection velocity, /z is viscosity, and 3/ is the 
interfacial tension, as follows: At low Ca, where capillarity 
controls, the pattern obeys the well known Invasion Percolation 
(IP) (Wilkinson and Willemsen, 1983), where the interface 
advances by always occupying the perimeter pore throat with 
the smallest capillary barrier (the largest radius in the case of 
cylindrical throats). Given a pore network of specified sizes, 
therefore, this pattern is deterministic and can be readily identi- 
fied. As viscous forces increase (larger Ca), the displacement 
pattern evolves toward the other limiting regime of viscous 
fingering (in the case of negligible viscosity of the injected 
phase), which can be described by Diffusion-Limited-Aggrega- 
tion (DLA) (e.g., see Feder, 1988, and Lenormand, 1990). We 
expect similar patterns in the growth of a gas phase, with the 
important exception that the driving force here is the applied 
superheat, thus growth is internally rather than externally 
driven. 

To model bubble growth at the pore network level, Kovalev 
et al. (1987) used the unrealistic model of a bundle of parallel 
capillaries, which differs little from a single-pore model. Parlar 
and Yortsos (1987) applied percolation theory to steam injec- 
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tion, while Styrikovich et al. (1990) used percolation scaling 
laws for boiling in porous media. Satik and Yortsos (1991) 
modeled slow (quasi-static) growth also using percolation the- 
ory, and included nucleation and phase behavior, but only lim- 
ited aspects of heat transfer. All these studies were limited to 
very low superheats, where temperature gradients are suffi- 
ciently small for fluid distributions to change in a quasi-static 
fashion, as required by percolation theory. This assumption is 
likely to fail in many applications. In this paper, we describe 
the alternative of a pore-network simulation, the results of which 
can elucidate the relevant physics in the more general case. 

Pore-network simulation has been quite successful in dis- 
placements in porous media (Lenormand et al., 1988). In the 
context of phase change, however, such models were only re- 
cently used (Li and Yortsos, 1995a) in a study of diffusion- 
driven bubble growth. The process of interest to this paper 
shares common mechanisms with the latter, although there are 
also important differences, e.g., the importance of heat conduc- 
tion in the solid matrix, and the generally faster rates of growth 
(with consequences for convection, etc.) in the heat transfer- 
driven problem. These aspects are explored here. We present 
experimental and theoretical studies of heat transfer-driven bub- 
ble growth in porous media, with emphasis on the pore-network 
level. In this context, a "bubble" refers to a singly connected, 
vapor-occupied region in the porespace with irregular, in gen- 
eral, geometry, and will also be referred to as "cluster." The 
paper is organized as follows: First, we present experimental 
results from etched-glass micromodel experiments, which help 
us formulate rules for the development of the pore-network 
simulator. Subsequently, we describe pore-network simulation, 
based on which the sensitivity of the results to process parame- 
ters is analyzed. Finally, the boundary in the parameter space 
that delineates the validity of the various patterns, and notably 
of percolation, is described. 

Experimental 
Visualization studies in two-dimensional etched glass micro- 

models were conducted to identify the key mechanisms at the 
pore-network level during bubble growth. Experiments with 
glass micromodels have been Successfully used in the past (see 
Buckley, 1990, for a review). The micromodels are fabricated 
by etching a desired pattern on a glass plate and fusing it with 
another glass plate to create a pore network. The pattern consists 
of a network of nodes (sites or pores) of variable size connected 
to neighboring nodes by links (bonds or throats) also of variable 
size. Various geometries and topologies can be constructed, 
with a typical network being square or triangular containing 
100 × 200 pores. In our study, the patterns were square net- 
works with pore sizes randomly distributed in the interval 600- 
1200 #m and throat sizes in the interval 100-600/am. However, 

because of various uncertainties during the fabrication process 
(glass defects, etching, and fusion nonuniformifies), the actual 
pore geometry of the glass micromodel was not identical to the 
etched pattern. 

All boiling experiments were performed by keeping the mi- 
cromodel horizontal. One end was kept at constant subcooled 
conditions, with provisions for liquid outflow from an outlet 
port, so as to maintain a constant outlet pressure. To induce 
boiling, the opposite side was subject to a heat flux. Heat losses 
were partly minimized by covering all sides of the micromodel 
with silicon rubber, except for the top surface, where a double- 
panel glass was used for visualization (see Satik, 1994, for 
details). A mixture of ethyl alcohol (boiling point of 78.5°C) 
and a coloring dye was used. The key steps in the experiment 
involved: (1) saturation of the micromodel with a deaerated 
mixture, and (2) visualizing the growth process after application 
of the side heat flux. 

The process begins with the onset of a nucleation event. This 
is likely to proceed by a heterogeneous mechanism from pore 
surface irregularities (cracks, scratches, pits, etc.), containing 
pre-existing or trapped gases. Depending on various factors, a 
number of nucleation centers may exist. In our experiments, 
usually only one nucleation event occurred and the problem 
studied was one of single-bubble growth. Figure 1 shows con- 
secutive snapshots of vapor phase growth in a single pore. The 
gas phase first forms somewhere on the pore walls. Then, it 
grows in a radially symmetric fashion while still within the pore 
body (Fig. l ( a ) ) .  As the converging part of the pore throat 
geometry is encountered, the interface starts deforming to con- 
form with the capillary characteristics of the pore throats, al- 
though it keeps a locally spherical geometry (Fig. 1 (b)).  This 
step terminates when the pore body becomes completely filled, 
at which time invasion of a neighboring throat commences 
(Figs. 1 (c) and 1 (d)).  This pore- f i l l ing  step is one of the two 
key steps repeatedly observed during subsequent growth. 

Following the pore-filling step, the vapor-liquid interface 
advances to occupy a neighboring pore provided that the capil- 
lary barrier of the connecting throat is exceeded, which is 
achieved by an increase in the pressure of the vapor. During 
this pre s sur i za t i on  step, there is little flow, the vapor-liquid 
menisci remain in a stable configuration in the converging pore 
geometries (Fig. 1 (c)),  and there is an increase of the vapor 
pressure (and temperature). The step continues until the capil- 
lary barrier at the perimeter throat is exceeded, at which time 
the adjacent pore is invaded. In the terminology of drainage, 
this rapid event is known as a rheon (see Dullien, 1992). De- 
pending on the parameter values, the simultaneous penetration 
of multiple pores is also possible. Following penetration, the 
vapor volume is redistributed among previously occupied and 
newly penetrated pore bodies, the interface accordingly ad- 

Nomenclature  

A U = cross-sectional area of the bond n = 
connecting adjacent sites i and j ,  L 2 P = 

ai~ = cross-sectional area of the bond q = 
connecting liquid site i with solid Q = 
site k, L 2 r = 

Ca = capillary number R = 
Cp = specific heat, L2T 2K ~ R* = 
d = heat transfer coupling parameter Rg = 
G =  flow conductance, L 2 RPg = 
Ja = Jakob number t = 
k = thermal conductivity, MLT-3K ~ T = 
l = bond length, L u = 

Lv = latent heat, LZT -2 V = 
M = molecular weight of water, 

Mmole 1 

number of moles 
pressure, ML- 'T  -2 
heat flux, MT 3 
total net heat flow rate, ML2T 3 
radius, L 
gas constant, L2T 2mole ~K 
characteristic radius, L 
radius of gyration, L 
percolation boundary, L 
time, T 
temperature, K 
velocity, LT l 
volume, t 3 

c~ = heat transfer coefficient, MT 3K 
y = surface tension, MT 2 
8 = boundary layer thickness, L 
x = ks/kL 
# = viscosity, ML ~T- 
p = density, ML -3 

Subscripts 
b = bond 
L = liquid 
s = site 
S = solid 

V = vapor 
0 = far-field 
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Fig. 1 Visualization of bubble growth in a single pore following a nucle- 
ation event: (a, b) pressurization step, (c, d) penetration step (rheon); 
vapor denoted by black 

justing by a slight retreat of the menisci from all perimeter pore 
throats (Fig. 1 (d)). Then, the previous pore-filling step begins 
until all newly penetrated pore bodies are completely filled 
by vapor. Pore-filling and pressurization steps are continuously 
repeated. 

Figure 2 shows a typical macroscopic bubble growth pattern 
obtained in the experiments. Contrary to growth in the bulk, 
the patterns are quite disordered and not compact. They differ 
according to two modes of growth: One involves a "one-pore- 
at-a-time" advance, where following pressurization, there is 
penetration of a single pore throat. As discussed below, this 
occurs when viscous forces are sufficiently weak, so that varia- 
tions in the liquid pressure at the perimeter sites are not suffi- 
ciently large for other pore throat barriers to be exceeded at the 
same time. Such patterns can be described by IP. The other 
mode involves the simultaneous penetration of multiple throats 
and occurs at sufficiently large cluster sizes or superheats, where 
viscous forces dominate. The limiting pattern in such cases is 
DLA, in which even adjacent pore throats can be simultaneously 
invaded. This pattern was not observed. In the experiments, the 
interface occasionally retreated rapidly as a result of possible 
condensation events induced by heat losses. This feature was 
also observed in related steam injection experiments and it was 
also attributed to heat losses (Kong et al., 1992). 

Fig. 2 Visualization of a vapor bubble ("cluster") in an etched-glass 
pore network; vapor denoted by white; the pattern is irregular and much 
different from a single bubble in the bulk 

In the next section we discuss pore network models that 
simulate heat transfer-driven bubble growth in the porespace. 
These models incorporate the mechanisms identified in the visu- 
alizations described above. 

Pore-Network Simulation 
To simulate this process we used pore-network models (Le- 

normand et al., 1988; Blunt and King, 1991; Li and Yortsos, 
1995b). Here, the pore space is modeled by a network com- 
posed of sites (pores) and bonds (throats) of various sizes 
randomly distributed, much like in the glass micromodels. For 
the problem of phase change in porous media, one additionally 
needs to discretize the solid. For this purpose, a square network 
of solid sites and bonds, complementary to that of the pore 
space, was constructed to account for heat capacity and heat 
conduction in the solid matrix, respectively. A schematic of the 
two lattices is shown in Fig. 3. The key elements of the algo- 
rithm are as follows: 

1 Variables, such as pressure and temperature, are assigned 
to sites (pores or solid sites) only. They represent lumped vari- 
ables, volume-averaged over the respective site volumes (much 
like a finite-differencing scheme). Vapor-liquid menisci reside 
in sites at the cluster perimeter, whose occupancy by vapor may 
be partial or complete, as determined from fluid flow and heat 
transfer. 

2 Pore throats provide the capillary pressure barrier to the 
motion of the menisci and also control transport. A pore throat 
is invaded when the capillary pressure across the meniscus in 
that throat exceeds for the first time the capillary barrier 

Pvi - P i . j  = "Y ?l(ij ( 1 ) 

where i and j denote adjacent sites at the cluster perimeter and 
7( is the throat mean curvature (equal to 2 / r  v for a cylindrical 
throat). 

3 The pressure field is solved from mass and momentum 
balances. For a liquid-filled site not in the bubble perimeter, 
the continuity equation was discretized as follows: 

Aijui~j = 0 (2) 
,i 

where A~ is the cross-sectional area connecting adjacent sites i 
andj  and the summation is over all sitesj (4 for square lattices). 

• . . . . . . . . . . . . .  • . . . . . . . . . . .  • . . . . . . . . . . .  • 
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• : Pore Space Lattice Node ; • : Solid Space Lattice Node 

Fig. 3 Schematic of the square network used to approximate the pore 
space and the complementary network used to approximate the solid 
space; in each network, sites are denoted by circles, bonds by straight 
lines 
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For a liquid-filled site on the perimeter, Eq. (2) was modified to 
also account for vaporization, by adding a sink term as follows: 

Z aijui~j -~ kLTrr~k J.~ ~ (T~ - r~)  = 0 (3) 

where the right-hand side denotes the heat transfer-driven phase 
change and k is the vapor-occupied site. Assuming creeping 
flow in the absence of gravity, the equation for the flow velocity 
from i to j  is u~.j = (G~/#) [(P~ - Pj)/1], where G,j is the flow 
conductivity (in general a geometric parameter), l is the bond 
length, P is pressure, and pressure drops were assumed associ- 
ated with throats only. For viscous (Poiseuille-type) flow in a 
capillary, G U = r~/8. A similar equation also applies for the 
vapor, although here we treated the vapor at constant pressure. 

4 Heat transfer by conduction and convection in the liquid 
phase, and by conduction in the solid phase was simulated. 
Sufficiently fast heat transfer is assumed for the gas phase, so 
that its temperature is spatially uniform. In the liquid-occupied 
lattice, we assigned TL to the sites of the porespace lattice and 
Ts to the sites of the solid lattice, and expressed the energy 
balance for site i as follows: 

OTi 
(pCp)rV ~ - ~ -  -q- ~ Aq(ui-qT~ -b qL,i~j) 

J 

: --aSL Z a,~(T~ - T§) (4) 
k 

Here, the conductive flux is qr.~j = kL(TL.~ -- TLO)/1 for throats 
joining sites i and j .  Solid-liquid coupling between site i and 
its neighboring solid site k is expressed through the last term 
in Eq. (4), where a~k refers to the area between liquid site i and 
adjacent solid site k, and the heat transfer coefficient, O~SL, was 
taken as constant. The energy balance in the solid was discret- 
ized likewise, with conductive heat fluxes approximated by qs.~j 
= ks(Ts.~ - Tsj) / ls ,  where ks is solid conductivity and ls is a 
length scale of the solid "grain" (also assumed constant). Heat 
conduction in the solid occurs through the bonds of the solid 
lattice, which "bridge" adjacent solid grains (sites). Heat trans- 
fer at the vapor-solid interface was assumed much weaker than 
the solid-liquid coupling (asv ~ asL) and was neglected. 

5 Only one nucleation center was activated (see Satik and 
Yortsos, 1991, and Li and Yortsos, 1995b, for the more general 
case). Local phase equilibria are assumed, so that the Clausius- 
Clapeyron equation Pvi : P~o(Tv) applies, where Poo is the 
saturation pressure. 

6 The net molar influx to the cluster, dn/d t  = O./MLo, is 
calculated by evaluating the total net heat flow rate, Q, which 
contains heat transfer at the vapor-solid interface and at all 
vapor-liquid perimeter sites. The rate dn/d t  determines the 
changes in the pressure or volume of the cluster (bubble) via 
an equation of state (here taken to be the ideal gas law), (d/  
d t ) (PvV/Tv)  = R(dn/dt) ,  where R is the ideal gas constant 
and V the cluster volume. Whether the bubble grows ( d V  > 0),  
and at which perimeter site (pore-filling step), or the interface 
remains fixed while the pressure increases (dPv > 0) (pressur- 
ization step), depends on whether or not capillary condition 
( 1 ) is satisfied at the perimeter. If none of the perimeter capil- 
lary barriers is reached, the interface remains stationary and the 
cluster pressure Pv increases at a constant volume. When Eq. 
(1) is satisfied for the first time a rheon occurs, invasion of 
the site adjacent to that throat begins, and the pore-filling step 
commences. During this step, we neglect the capillary pressure 
in the invaded sites. The liquid is then displaced from the in- 

, vaded site (s), and both vapor volume and pressure (or tempera- 
ture) can vary as determined from the heat transfer and fluid 
flow calculations. When the cluster is sufficiently large, multiple 
sites may be invaded (and filled) at the same time, in which 
case pore-filling in each pore is calculated incrementally in 
small time steps. The entire pressure and temperature fields are 

needed to determine pore throat penetration and pore-filling, and 
although pressure drops are not large, they must be computed to 
account for convection and viscous forces. Details can be found 
in Satik (1994). 

7 The liquid phase may be trapped by the expanding gas 
cluster. In the numerical algorithm, the volume of the trapped 
liquid is taken as constant, since the ratio of liquid to vapor 
densities is large. 

Expressed in dimensionless terms, the equations given above 
give rise to the following dimensionless numbers: the (modi- 
fied) capillary number Ca = (kLluL/pLCVLr2T) Ja, which ex- 
presses the relative importance of viscous to capillary effects, 
where r is an average bond radius; the Jakob number, Ja, which 
is a measure of the imposed superheat; the two dimensionless 
heat transfer coefficients, dsL = asd/ks  and dsv = asvl/ks; and 
the ratio of thermal conductivities t¢ = ks~k> This extends the 
conventional definition of the capillary number (Ca = u # / y ) ,  
by using a heat conduction-driven velocity (u ~ (kd/pLCpLr 2) 
Ja). The expression for the Jakob number depends on the partic- 
ular application. When the liquid in the far field is kept at a 
constant temperature and pressure (to be referred to in the fol- 
lowing as Case 1), we have Ja = pLCpLAT/pvL~, where AT = 
To - Tvo(Po), and To and Tvo(Po) denote far-field temperature 
and saturation temperature at the far-field pressure, respectively. 
When a constant heat flux is applied (Case 2), we have Ja = 
pLCpdq/pvLokl, where q is the prescribed heat flux. The sensitiv- 
ity of the process to these parameters was analyzed. 

Resul ts  and Di scuss ion  

The pore network simulator was subsequently used to exam- 
ine bubble growth in the two different cases. In the simulations, 
throat sizes were randomly assigned from a uniform distribu- 
tion, while pore body sizes were kept constant. In the absence 
of better information, geometric parameters, such as the throat 
mean curvature, flow conductivity, etc., were approximated by 
their expressions in cylindrical geometries. Although certainly 
different from the glass micromodel values, these parameters 
are unlikely to affect the qualitative pattern characteristics (e.g., 
percolation, etc.), while this approximation does not detract 
from the value of the simulator. In Case 1, the pore space is 
initially filled with a superheated liquid at a uniform tempera- 
ture, and far-field temperatures and pressures are prescribed. A 
square (or radially symmetric) lattice (31 × 31), all far-fidd 
boundaries of which are open to a constant (atmospheric) pres- 
sure, was used, with a single nucleation site at the center of the 
lattice. Typical parameter values were: kL = 0.6808 W/m-K, 
#L = 2.4799 × 10 -4 N-s/m 2, L~ = 2.2568 × 106 J/kg, Y = 
0.0584 N/m, Cps = 8.3732 × 102 J/kg-K, ks = 6.808 W/m-K, 
dsL = 1, dsv = 0.01, I = 1320 #m, Rb* = 450 #m, and R~ = 
601 #m. In Case 2, a heat flux is imposed on one side of a 
rectilinear domain, with no-heat flux boundary conditions im- 

posed on all other boundaries. A constant pressure condition 
is applied on the opposite boundary, with no-flow conditions 
imposed on all other boundaries. The initial nucleation site is 
located at the center of the side where the heat flux is imposed. 

Case 1. Fluid distributions at three different stages of bub- 
ble growth (and for times equal to 2.45, 2.89, and 7.42 seconds, 
respectively) are shown in Fig. 4 (To = 104.44°C, P0 = 1.0133 
x 105 N/m 2 for a superheat of 4.44°C). Corresponding Ja and 
Ca were 13.52 and 6.30 x 10 -s, respectively. In the figures, 
sites colored with white or black represent liquid-only or vapor- 
only occupancy, respectively, while gray denotes partial liquid 
occupancy. The solid lattice is also indicated in white. All 
throats are shown in black, regardless of their occupancy. At 
the completion of a nucleation, bubble growth begins. Heat 
transfer takes place toward the bubble, to drive the phase 
change. For the sizes and superheats of the particular simulation, 
the characteristic times of growth are quite small (of the order 
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Fig. 4 Fluid distributions at three stages of bubble growth for Case 1 
of a fixed far-field superheat 

of a few seconds). Despite the fast growth, the patterns during 
the early part (Fig. 4 (a ,  b)) are of the percolation (IP) type, 
during which penetration of the throat with the smallest barrier 
occurs at the end of each pressurization step. This pattern can 
be identified in advance by tracing the sequence of throats with 
the smallest barrier (largest radius) which are connected to the 
nucleation site. Thus, one can readily determine whether the 
pattern follows IP. As the cluster size increases, multiple pore 
penetration occurs, some of the pore bodies are partially liquid- 
occupied (note several perimeter sites in gray) and the corre- 
sponding pattern is no longer percolation (Fig. 4 (c ) ) .  

Fluid temperature, fluid pressure, and solid temperature distri- 
butions corresponding to one of these patterns are shown in 
Fig. 5, where black or white denotes maximum or minimum 
values, respectively. Figure 5 (a)  shows that fluid temperatures 
are quite fiat in the liquid-occupied pore space, except for a 
boundary layer near the bubble, where a temperature gradient 
develops. The boundary layer was found to increase with a 
decrease in the Jakob number (see below). The solid tempera- 
tures are rather uniform (Fig. 5(b) ) ;  due to the strong coupling 
with the liquid and the high thermal conductivity of the solid. 
Corresponding fluid pressure distributions are shown in Fig. 
5(c) .  Pressure gradients develop at the growing site (here lo- 
cated at the top of the cluster) in the direction from the bubble 
to the boundaries, driving liquid outward. 

The sensitivity to Ca was examined by independently varying 
three parameters, liquid viscosity, surface tension, and liquid 
conductivity, such that the capillary number varied in the same 
proportion in all cases. Figure 6 shows patterns at four different 
viscosities (#z. = 2.4799 × 10 -5, 2.4799 × 10 -4, 2.4799 × 
10 -3, and 2.4799 × 10 L N_s/m 2) and at Ja = 13.52. Corre- 
sponding Ca values were 6.30 × 10 -6, 6.30 × 10 -5, 6.30 × 
10 -4, and 6:30 × 10 2, respectively. At low liquid viscosity, 
a percolation pattern is obtained (Fig. 6 (a ) ) .  As/zL increases, 
the pattern deviates from percolation (Fig. 6(b,  c)) ,  and even- 
tually reaches a viscous fingering pattern (at #L = 2.4799 x 
10 -1 N-s/m 2, Fig. 6 (d) ) .  A similar behavior was found for the 

effect of surface tension and for the effect of liquid conductivity 
(Satik, 1994). The latter controls the rate of heat conduction 
in the liquid, hence larger values in liquid conductivity lead 
to faster heat transfer rates and to an earlier departure from 
percolation. This behavior is consistent with the definition of 
the capillary number for phase change problems. Patterns corre- 
sponding to the same capillary number were found to be similar 
(if  not identical), regardless of the particular parameter (viscos- 
ity, surface tension, or liquid conductivity) in the simulation, 
indicating that the dimensionless description given above accu- 
rately describes the growth process. 

To examine the sensitivity to Ja, we independently varied the 
applied superheat and the latent heat. As the superheat increases, 
evaporation rates also increase, leading to faster growth and 
larger displacement rates. As a result, larger pressure drops are 
induced, which affect the competition between capillary and 
viscous forces. At sufficiently small superheats (small Ja, hence 
Ca), capillary forces dominate over viscous, provided that the 
cluster size is small, thus the growth pattern is of the percolation 
type. As the superheat increases, viscous forces become stronger 
and bubble growth patterns deviate from percolation. Similar 
results were also found for the effect of the latent heat (Satik, 
1994), with smaller values of the latent heat leading to faster 
processes, larger viscous pressure drops, and an earlier depar- 
ture from percolation. The sensitivity to the latent heat could 
be of importance at conditions of phase change near the critical 
point. These simulations show that an increase in Ja leads to 
an earlier departure from a percolation pattern. However, this 
is due not so much to an increase in convection, as it is due to 
the increase in Ca (compare with the definition of Ca). Larger 
Ja values do produce higher heat convection, which additionally 
contributes to a faster growth (see also below). However, at 
least for low Ja, the dominant effect is the dependence on the 
capillary number, as outlined above. The sensitivity to other 
parameters was also investigated (see Satik, 1994). 

I 

(~) (b) 

(c) 

Fig. 5 Fluid temperature, solid temperature, and fluid pressure distribu- 
tions for the pattern of Fig. 4(b); minimum and maximum values are (a) 
100.02 and 104.51°C, (b) 104.37 and 104.44°C, and (c) 14.696 and 14.7041 
psi, respectively 
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Fig. 6 Growth patterns at four different viscosities: (a) #L = 2.4799 x 
10 -5 N-s /m a, (b) / . i t  = 2,4799 x 10 4 N .s /m  2, (c ) /~ t  = 2.4799 x 10 -3 N- 
s /m 2, (d)/~L = 2.4799 x 10 I N .s /m  = 

Case 2. The second case involved application of a heat flux 
on the left-side of the lattice to simulate the experimental results. 
A rectilinear two-dimensional lattice (21 × 42) of the same 
bond and site distributions as in the previous case was used. 
Fluid distributions at two different stages of bubble growth for 
the previous typical parameters and q = 9.4607 × 1 0  4 W / m  2 

are shown in Fig. 7 (a ,  b) (To = 100°C, P0 = 1.0133 x 105 
N/m2). Corresponding Ja and Ca values were 558.5 and 2.602 
X 10 -4, respectively. In both stages, fast growth was observed 
with several partially liquid-occupied pores at the perimeter, 
indicating regimes other than percolation. Although not identi- 
cal, these numerical patterns are qualitatively similar to the 
experimental (Fig. 2). A detailed comparison is difficult, due 
to the uncertainty in the geometric parameters of the glass mi- 
cromodel and the heat losses, which were not included in the 
simulations. Corresponding solid temperature and fluid temper- 

(a) 

(~) (4 

Fig. 7 (a, b) Fluid distributions at two stages of bubble growth for Case 
2 of  a fixed applied heat f lux; (c, d) fluid temperature and solid tempera- 
ture distributions for the pattern of (a); minimum and maximum values 
are (a) 99.78 and 107.77°C, (b) 100.07 and 108.29°C, respectively 

ature fields for one of the patterns are shown in Figs. 7(c,  d),  
respectively. In Case 2, the applied heat flux is prescribed only 
on the solid, thus generating a temperature gradient in the solid 
(and, by extension, to the liquid). Contrarry to the smooth tem- 
perature field in the solid, however, fluid temperature patterns 
are disordered due to convection and bubble growth (some of 
the nonuniformity shown in Fig. 7(c)  may be also due to the 
restricted two-dimensional geometry and the trapped liquid). 
Fluid pressure fields are similar to Case 1. 

The sensitivity of these results to the process parameters, 
notably Ja and Ca, was similar to the previous (see Satik, 1994 
for details). For example, the effect of the heat flux, which 
enters in the definition of Ca, was such that when q is suffi- 
ciently small, the pattern is of the percolation type, while as q 
increases the pattern deviates from percolation and takes various 
configurations (which here are affected by the lattice size). We 
must point out that, consistently with the experiments, we have 
been unable to obtain DLA-type growth at the largest q value 
tested, and it is doubtful that this can be actually achieved in 
such problems. Identifying the particular pattern beyond perco- 
lation is the subject of current research. 

Percolation Boundary. The previous results show that 
bubble growth patterns follow invasion percolation at relatively 
small values of Ca and cluster size. In this regime, pores are 
penetrated "one  at a time," the largest available throat (that 
with the smallest barrier) always being penetrated first, with 
only one partially vapor-occupied pore during pore filling. At 
larger sizes, capillary numbers, or superheats, the vapor pressure 
is sufficiently large for multiple penetration, thus bubble growth 
patterns deviate from percolation. 

To define this transition, we denote the dimensionless (scaled 
with l) cluster size at the limit of the validity of the percolation 
regime as the percolation boundary, R~. Because of the disor- 
dered pattern, we use the radius of gyration of the cluster, R] 
= (1/2N 2) E (rt - rj) 2, to quantify bubble size. Rg denotes 

i , j  
the root-mean-square radius of the vapor bubble measured from 
its center of gravity. Figure 8 plots R~ versus Ca for various 
parameters. The curves shown delineate two regimes, one at 
low values of capillary number and bubble size, described by 
IP, and another at larger values, the pattern of which is not 
strictly percolation. All data appear to be close to a single curve 
in a plot of R~ versus Ca (Fig. 8). This suggests that the 
percolation boundary is mostly a function of Ca. At the same 
time, this figure shows that the Jakob number does exert an 
additional indirect effect through the particular heat transfer 
mechanism (liquid convection and conduction). 

To investigate this, we simulated processes where only con- 
duction is considered in the liquid (quasi-static conditions) as 
well as processes where all heat transfer mechanisms (transient, 
convection, and conduction) were included. Qualitatively, the 
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Fig. 8 Percolation boundary plotted versus Ca (both liquid viscosity and 
da were varied) 
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results are similar to Fig. 8, with the quasi-static results being 
similar to the case of low Ja and the results including convection 
being similar to those at higher Ja, namely with a smaller slope. 
Under quasi-static conditions, the size at the percolation bound- 
ary was found to be generally larger, suggesting that percolation 
patterns last for larger cluster sizes. In a recent study we pro- 
posed a scaling theory for the percolation boundary in problems 
controlled by quasi-static solute diffusion (Satik et al., 1995), 
where the following scaling was found for three dimensions: 

R~ ~ Ca -'/(~+1) (5) 

where the correlation length exponent v is 0.88 (e.g., see Stauf- 
fer, 1985). A result involving logarithmic corrections was ob- 
tained for two dimensions. The theory predicts that the cluster 
size at the percolation boundary, Rf,, decreases following a 
power-law (in three dimensions and with logarithmic correc- 
tions in two dimensions), as a diffusion-based capillary number 
increases. The simulations of Fig. 8 are in qualitative agreement 
with the theory. However, a quantitative agreement is difficult, 
in view of the fact that the theory is based on statistical physics 
arguments requiring large sizes, while the present computations 
are restricted to small sizes. 

When convection is included, the deviation from percolation 
occurs earlier, as a result of faster heat transfer due to the 
thermal boundary layer becoming smaller. We illustrate this 
dependence in Fig. 9, which shows temperature profiles for two 
different values of Ja. In the quasi-static case (Fig. 9 (a ) ) ,  heat 
transfer occurs over a thick boundary layer, of a size comparable 
to the effective cluster radius, RE. When convection increases 
(Fig. 9 (b) ) ,  the thermal boundary layer decreases (and ulti- 
mately tends to a thickness equal to the pore spacing, which is 
the computational limit in our discrete approximations at large 
Ja). Temperature gradients become much larger than in the 
quasi-static case and lead to faster growth and corresponding 
stronger viscous effects. We expect that in addition to the indi- 
rect effect it exerts through Ca (and which is captured in the 
quasi-static limit by the power-law of Satik et al., 1995), Ja 
has also a direct heat transfer effect on the percolation boundary 
(see also Fig, 8). The scaling of the percolation boundary when 
convection dominates can be readily obtained (appendix). 

Conclusions 
In this paper, we have presented visualization experiments 

and pore network simulations of bubble growth driven by heat 
transfer. Visualization of boiling in a horizontal etched-glass 
micromodel was conducted. Bubble growth occurred by two 
steps (pore filling and pressurization), which were repeatedly 
followed. We identified two different modes of bubble growth, 
one in which perimeter throats are penetrated one at a time and 
patterns obey invasion percolation rules, and another in which 
multiple throat penetrations at the bubble perimeter are possible. 

(~) (b) 

Fig. 9 Effect of Ja on the temperature profiles and the thermal boundary 
layer: (a) Ja = 0.051 (quasi-static case), (b) Ja = 5.1 

A novel pore network simulator was next developed that 
accounts for heat conduction and convection in the liquid and 
heat conduction in the solid. Bubble growth under the applica- 
tion of a fixed far-field superheat or an applied heat flux was 
simulated. It was shown that at sufficiently small values of the 
cluster size or the capillary number, the growth patterns are of 
the percolation type, where capillary forces control. When a 
limiting size (denoted as the percolation boundary) is reached, 
the patterns deviate from percolation. This boundary was nu- 
merically determined and was shown to be mostly a function 
of the capillary number, Ca, and to a lesser extent of the Jakob 
number, Ja. These results are applicable in the absence of grav- 
ity or capillary instabilities, such as snap-offs. 

The results imply that the use of a relative permeability for- 
malism to describe the growth of a vapor phase, using concepts 
borrowed directly from the isothermal displacement literature, 
must be carefully examined. Percolation patterns can exist only 
for sufficiently small sizes or capillary numbers. The latter are 
modified versions of the more conventional definition, involving 
the rate of applied superheat, and they can be considerably 
larger in typical applications than the standard values of 
O( 10 -6) taken in typical immiscible displacements. Questions 
of process scale-up, effects of finite sample size, and the merger 
of discrete and continuum approaches and the rate of heat trans- 
fer should be probed with the use of such an approach. 
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A P P E N D I X  
Consider a bubble growth process where convection domi- 

nates. If the boundary layer 6 is sufficiently thin, the entire 
perimeter of the cluster participates in heat transfer, as opposed 
to the effective perimeter in the mean-field approximation of 

Satik et al. (1995) for the quasi-static case. From percolation 
theory (Stauffer, 1985; Feder, 1988), the number of perimeter 
sites Np scales with size as Np D Rg~,, where the hull exponent 
Dh equals 1.75 in two dimensions and 2.53 in three dimensions. 
Based on this, we can directly evaluate the heat transfer rate 
into the bubble, as Q ~ 7rNprZ(kLAT/6). This expression can 
be used to estimate the average bubble growing velocity, hence 
the pressure field in the liquid. Satik et al. (1995) developed 
an expression for the flow field induced by a growing bubble. 
By substituting in their expression the heat flow rate obtained 
above, one obtains the following estimate for the typical viscous 
pressure drop in three-dimensional bubble growth 

£xPv kL Ja# R~,, (A.1) 
pLC,,L~Sr 

Clearly, the viscous pressure drop is an increasing function of 
Ja, kL, and Rg and a decreasing function of 6, as expected. Using 
Eq. (A.1),  we may now compare viscous and capillary forces 
and estimate the percolation boundary scaling, by proceeding 
as in Satik et al. (1995). We obtain the final result 

R p ~ ~- Ca -~/~I+'D,) (A.2) 
r 

Comparison with Eq. (5) shows that in convection-dominated 
systems the percolation boundary size decreases faster with Ca 
than in diffusion-dominated systems (compare the slope u/(1 
+ uDh) with u/(1 + u)) .  Furthermore, convection-dominated 
problems would involve an additional effect of Ja, which in the 
theory given above enters indirectly through 6 (the limit of 
which in the present approximation is l).  We anticipate that as 
Ja increases, 6 decreases, resulting into an effectively larger 
Ca, hence in a smaller percolation boundary. Both these obser- 
vations are consistent with the simulation. 
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A Variable Heat Flux Model 
of Heat Transfer in Grinding 
With Boiling 
In grinding processes, the grinding fluid is used to suppress the temperature rise in 
the grinding zone. Under some circumstances, the grinding fluid may undergo film 
boiling in the grinding zone, causing the workpiece temperature to rise significantly. 
The onsets of nucleate boiling and film boiling in the grinding zone are investigated 
in the present study. A model of heat transfer in grinding was previously developed 
(Jen and Lavine, 1995), which predicts the temperatures and heat fluxes in the 
grinding zone. With some modification, this model is used here to predict the occur- 
rence of film boiling of  the grinding fluid. The dependence of the workpiece back- 
ground temperature on the various grinding parameters is explored. The workpiece 
background temperature distribution along the grinding zone, and comparisons with 
experimental results, are presented. 

Introduction 
Thermal damage is one of the main process limitations in 

grinding. Grinding fluid is usually introduced to lubricate and 
remove heat from the grinding zone, and thereby reduce the 
workpiece temperature. However, the grinding fluid may un- 
dergo film boiling under some conditions. When this happens, 
the cooling effect of the grinding fluid diminishes, and a sudden 
increase in temperature results. The objective of this paper is 
to model boiling of the grinding fluid and explore how the 
workpiece temperature is affected. 

The physical configuration and coordinate system for a typi- 
cal grinding wheel and workpiece are shown in Fig. 1. The 
grinding zone is the region of length 1 and width b over which 
the wheel contacts the workpiece. Some typical grinding param- 
eters are shown in Table 1. There are two basic types of grind- 
ing: conventional and creep feed grinding. The major distin- 
guishing features of creep feed grinding are the larger depth of 
cut and the lower workpiece speed. 

There has been a substantial amount of research concerning 
heat transfer in grinding. Snoeys et al. (1978) and Malkin 
(1984) give detailed literature reviews. Some particularly rele- 
vant papers are reviewed here. Ohishi and Furukawa (1985), 
Yasui and Tsukuda (1983), Shafto et al. (1975), and Powell 
and Howes (1978) showed experimentally that a sudden rise 
in workpiece surface temperature was observed when this tem- 
perature exceeded a critical value. Lavine and Jen (1991b) used 
an analytical model of heat transfer in grinding to predict the 
occurrence of film boiling of the grinding fluid, and to determine 
whether or not workpiece burn would subsequently occur. This 
model assumed an abrupt transition between no boiling and film 
boiling over the entire grinding zone, where film boiling is 
modeled as dry grinding. Jen and Lavine (1992a) modified this 
earlier model to allow film boiling over a portion of the grinding 
zone. However, as indicated by Jen and Lavine (1992b), this 
model is only valid when the grinding power input is uniformly 
distributed along the grinding zone. An improved general grind- 
ing model was developed (Jen and Lavine, 1995), which ac- 
counts for the variation of heat fluxes along the grinding zone, 
using Duhamel's Theorem. With appropriate modification, this 
improved model is used in this paper to account for film boiling 
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with variable heat fluxes. The onsets of nucleate boiling and film 
boiling in the grinding zone are investigated. The dependence of 
the workpiece background temperature on the various grinding 
parameters is explored. The workpiece background temperature 
distribution along the grinding zone, and comparisons with ex- 
perimental results, are presented. 

Theoretical Analysis 
When an individual grain moves along the workpiece, heat 

is generated due to friction and plastic deformation. A model 
was previously developed to describe how the generated heat 
is transferred to the workpiece, the grinding fluid, and the abra- 
sive grain (Jen and Lavine, 1995; Lavine and Jen, 1991b). The 
basic approach is first to develop thermal models for each heat 
transfer path (i.e., workpiece, grain, and fluid) based on the 
assumption of uniform heat flux. Each of these separate models 
includes convection in the direction of motion and conduction 
in the direction perpendicular to the workpiece surface. One 
result is a relationship between heat flux, q", and surface temper- 
ature rise, 0, for each heat transfer path, of the form q" = hO. 
The function h will be called a local heat transfer coefficient. 
Then the "conjugate" heat transfer problem, with varying heat 
fluxes, is solved using Duhamel's Theorem. The only change 
in the present model is the treatment of boiling, which will be 
discussed in the next section. 

Heat Transfer to Grinding Fluid. In analyzing the heat 
transfer from the workpiece to the fluid, it is helpful to recognize 
that the contact area between the workpiece and the grains is 
typically only a few percent of the total grinding zone area. 
Thus, over most of the grinding zone, the fluid comes into 
contact with the workpiece surface. There is assumed to be a 
heat flux q~ into the fluid from the workpiece surface. This heat 
flux will first be assumed uniform over the grinding zone, and 
will be modified later by using Duhamel's Theorem. The heat 
transfer between the fluid and the grain is neglected. 

Assuming that the free-stream fluid velocity is equal to the 
wheel speed, the Reynolds number based on the grinding zone 
length (see Table 1) for water-based grinding fluid (kinematic 
viscosity = 1.06 × 10 -6 m2/s) is 3 × 10 4 and 3 × 105 for 
conventional and creep feed grinding, respectively. Based on 
these values, the flow is assumed to be laminar, although in 
creep feed grinding it may be in the low transitional range. It 
is further assumed that the grinding fluid fills the space around 
the abrasive grains to a depth greater than the thermal boundary 
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Fig. 1 Grinding geometry 

thickness (which is estimated to be on the order of  10 #m to 
100 #m),  so that the fluid can be viewed as semi-infinite. The 
validity of  this assumption depends on the details of the fluid 
application system, the applied flow rate, the porosity of  the 
wheel, and other factors. 

Jen (1993) considered two models for the fluid flow and 
corresponding heat transfer: Blasius boundary layer flow and 
slug flow (uniform velocity).  Due to the better agreement with 
experimental results (Jen, 1993), only slug flow will be used 
in the present study. It may be that slug flow is a better approxi- 
mation because the action of  abrasive grains moving through 
the grinding zone periodically accelerates the fluid to the wheel 
velocity all the way to the workpiece surface, or because of 
local turbulence in the wake of the grains. The local heat transfer 
coefficient for slug flow can be written as follows (Lavine and 
Jen, 1991b): 

hf = ~( kp~cp)/vs (1) 
~/ 4x 

This heat transfer coefficient result assumes that the fluid 
remains liquid. In reality, the fluid may boil under some condi- 
tions. This will now be discussed in detail. 

Boiling. Jen and Lavine (1992a) presented a simple model 
as a first approximation to clarify the importance of  nucleate 
and film boiling. In this approximation, two correlations were 

Table 1 Typical grinding conditions 

(v~ = 30  m/s ,  d = 200  r am,  A = 0 .0  l ,  rids = 110 # m )  

v~ ( m m / s )  a ( r am)  e = ~ ( r am)  

C o n v e n t i o n a l  100 0 .005  1 

C r e e p  F e e d  I I 0.5 I 10 

used (i.e., Bergles and Rohsenow, 1964; Rohsenow, 1952) to 
determine the nucleate boiling heat flux. It was found that the 
single-phase (liquid) forced convection heat flux is very large 
due to a very thin thermal boundary layer. In fact, the single- 
phase heat flux is typically at least an order of  magnitude larger 
than the nucleate boiling heat flux. This reveals that the heat 
flux into the grinding fluid is nearly determined by the single- 
phase forced convection heat flux, provided that the grinding 
fluid remains predominantly liquid. 

Ohishi and Furukawa ( 1985 ) and Yasui and Tsukuda ( 1983 ) 
experimentally showed that when the workpiece temperature 
reaches approximately 130°C for water-based grinding fluid and 
300°C for oil, the workpiece temperature suddenly increases 
substantially. It has been hypothesized that this is associated 
with the transition from nucleate to film boiling of the grinding 
fluid. This hypothesis will now be considered in detail. 

We begin by finding the needed wall superheat for the incep- 
tion of nucleate boiling under typical grinding conditions. Ac- 
cording to Hsu 's  criterion (Hsu, 1962), a cavity will activate 
when the liquid temperature at the top of a vapor bubble embryo 
is at least equal to the saturation temperature corresponding to 
the pressure in the bubble embryo. This criterion can be used 
to determine the required temperature at the top of  the bubble 
embryo. It is also possible that gas may be entrapped inside 
the cavity. The effect of gas entrapment inside a cavity was 
considered by Wang and Dhir (1993b). The presence of gas in 
a cavity reduces the required superheat for a bubble to grow. 
From Wang and Dhir (1993b),  the minimum superheat needed 
at the top of  a bubble embryo for a bubble to grow on the 
workpiece surface in a cavity of  diameter D~ is: 

4o-r~,t 
T,, - T~,, - - -  K (2) 

hrgp~Dc 

Here, To is the fluid temperature at the top of  the bubble and 
T~,,t is the saturation temperature at the system pressure. For 
water, the properties are as follows: 

N o m e n c l a t u r e  

a = depth of cut 
A = fractional grain/workpiece con- 

tact area 
b = grinding zone depth 
C = ~/(kpcv)y,/(kpcp),~vw 
Cp = specific heat 

Dc = cavity diameter 
d~ = wheel diameter 

f ( ~ )  = function defined by Eq. (10) 
h = heat transfer coefficient 
k = thermal conductivity 

K = nondimensional parameter de- 
fined by Eq. (3) 

1 = grinding zone length 
l~ = width of individual grain heat 

source 
Po = system pressure 
q" = heat flux 

R = radius of the bubble 
R + =nondimensional radius of the bub- 

ble 
T = temperature 

Tb = temperature at top of bubble em- 
bryo 

Tw = surface temperature in bubble anal- 
ysis 

t = time 
t + = nondimensional time defined in Eq. 

(6) 
v, = wheel velocity 

Vw = workpiece velocity 
Vb = volume of the bubble embryo 
Vc = volume of the cavity 
x = distance from beginning of grinding 

zone 
y = mole fraction of gases in the vapor/  

gas mixture 

z = distance from workpiece surface 
a = thermal diffusivity 
Y = radius of  curvature o f  the liquid- 

vapor interface 
_~ ( TrO~gX/l~l)s)1t2 

p = density 
cr = surface tension 

Subscripts 
f = fluid 
g = grain 

grind = grinding power 
l = liquid 
s = surface (except in v,) 

sat = saturated condition 
v = vapor 

wb = workpiece background 
wg = workpiece under grain 
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T,,~t = 373.15 K, h& = 2.257 × 106 J/kg, 

cr = 58.9 N 10 3N/m, po = 0.596kg/m 3 

The parameter K, the nondimensional modified curvature 
(Wang and Dhir, 1993b), can be written as follows: 

K Dc poDc V( = ---  - y - - - .  (3) 
2'y 4or Vt, 

where y, y, Po, V,,, and V~, are the radius of curvature of the 
liquid-vapor interface, the mole fraction of gases in the vapor/ 
gas mixture in the bubble embryo, system pressure (l atm 
here), the volume of the cavity and the volume of the bubble 
embryo. In the examples that follow, the volume of the cavity 
(Vc) is chosen to be equal to the volume of the bubble embryo 
(Vb), which corresponds to the metastable condition of the bub- 
ble embryo (Wang and Dhir, 1993b), and the radius of the 
bubble embryo is assumed to be equal to the cavity radius, that 
is, 2y = D~. 

Once the minimum superheat at the top of a bubble embryo 
is obtained, the required wall superheat to initiate nucleate boil- 
ing is of interest. Similar to Hsu (1962), a linear temperature 
profile is assumed, with the slope determined by the heat flux 
at the surface, z = 0, that is: 

T = Tw q}'z (4) 
kt 

The required wall superheat is then calculated as lbllows: 

qTO, 
Tw - T~,, = (T~ - T,,,) + - -  

2kt 

( poD,.~ q;D,, _ 4o'Zo.t 1 - y + - -  (5) 
h&p~D~ 4or I 2kl 

It will be assumed that q7 = 10 7 W / m  2, based on the calcula- 
tion results (see Figs. 3(b) and 4(b)) ,  which show q~ varies 
f r o m  10 7 to 4 X 10 7 W / m  2. For water, k~ = 0.68 W/m-K. Now 
all values in Eq. (5) have been specified except for D, and y. 

Under realistic grinding conditions, the characteristic dimen- 
sion of surface roughness may vary from less than 1 #m up to 
8 #m (Vansevenant, 1987). We take the surface roughness as 
an estimate of the maximum cavity radius; thus Dc varies up to 
16 ~m. However, there may be cavities smaller than the mea- 
sured surface roughness (Hsu and Graham, 1976). Differentia- 
tion of Eq. (5) shows that the minimum wall superheat occurs 
for Dc = 3 /zm, approximately. Thus, if 3/zm diameter cavities 
exist, these will nucleate first. Evaluating Eq. (5) for Dc = 3 
#m results in wall superheats to initiate bubble nucleation of 
44°C, 30°C, and 16°C for y = 0.0, 0.5, and 1.0, respectively. 
These values are larger than the typical wall superheats to initi- 
ate nucleate boiling under pool boiling conditions. The reason 
is the very large heat flux, which causes a large temperature 
difference between the top of a bubble embryo and the wall. 
Note that, if there are no cavities of diameter 3/~m, only either 
smaller or larger cavities, the required wall superheat will be 
even larger. 

It is worth noting that a broad range of results could be 
generated depending on the values of different parameters (e.g., 
D~, lit,, y, and q~, etc.) which typically are not accurately 
known. Also, the studies of Hsu and Graham (1976) and Wang 
and Dhir (1993a, b) are for pool boiling, not for flow boiling. 
The examples shown here are intended to give a rough idea of 
the magnitude of the wall superheat. 

Once the temperature reaches the required superheat, the bub- 
bles start to grow from the cavity sites. We next investigate 
how quickly the bubbles might either grow to the height of the 
gap between the workpiece and wheel or merge with each other 
to blanket the workpiece surface. The latter case may be more 

likely due to the strong forced convection, which will tend to 
compress the bubbles near the workpiece surface. 

For the case of bubbles filling the gap, Ohishi and Furukawa 
(1985) calculated the bubble growth time using an equation 
that is valid only for large growing time. They found that the 
growth time required to fill the gap between the workpiece and 
wheel is small in comparison to the total time for a point moving 
through the grinding zone at the wheel velocity. This is an odd 
criterion to use, because the bubble moves at the workpiece 
speed (as long as it remains attached to the nucleation site), 
not the wheel speed. 

A more accurate solution, which is not limited to large time, 
and which accounts for the curvature effect of the bubble is as 
follows (Dhir, 1988): 

2 113/2 2 [(t ~ )3/2 R + = ~[ t  + + - ~ + 1] (6) 

where 

R t+ A2t 
R+ =,4~-~ ,  = B'-- ~- 

X = \ ~ / , B = - -  ~,  hj~,po 

where R is the radius of the bubble, b depends on the shape of 
the bubble (for a sphere, b = ~), and ~xTw is the wall superheat 
relative to the saturation temperature. Note that large AT,,. (as 
in this case) causes rapid bubble growth. 

It has been shown experimentally for copper surfaces that 
the distance between cavities of diameter 3 #m is approximately 
90 /zm (Wang and Dhir, 1993a), and it will be assumed that 
this result applies to other metallic surfaces. The gap between 
the workpiece and wheel is of irregular geometry. The order of 
magnitude of the gap height is the distance by which grains 
protrude from the bond, which is roughly the grain dimension. 
This is typically larger than 90 #m (e.g., around 200 ~m for 
aluminum oxide), so that bubbles will merge together before 
they fill the gap. Thus, when a bubble embryo grows to a 
diameter of 90 #m (R = 45 #m), the workpiece surface will 
be blanketed with vapor. As demonstrated earlier, a plausible 
wall superheat required to initiate bubble nucleation is 30°C. 
From Eq. (6), the bubble growth time for R = 45 #m is then 
approximately 0.0065 ms. For a cavity on the workpiece sur- 
face, the required time to pass through the grinding zone, travel- 
ing at the workpiece speed, varies from 10 ms (conventional 
grinding conditions) to 10 4 m s  ( c r e e p  feed grinding conditions) 
(see Table 1 ). Therefore, the bubble growth time is negligible 
in comparison to the time for a cavit3Y to pass through the 
grinding zone. This result would hold regardless of the exact 
values chosen in the preceding analysis. 

Thus, almost immediately after bubbles first nucleate, the 
bubbles would merge together. When this occurs, the vapor 
obstructs the liquid from reaching the surface, and greatly de- 
creases the heat flux to the fluid. This is the phenomenon known 
as film boiling. Recall that experimental data (e.g., Ohishi and 
Furukawa, 1985; Yasui and Tsukuda, 1983) showed that a sharp 
temperature rise occurs when the workpiece temperature 
reaches about 100-130°C for a water-based grinding fluid, and 
300°C for oil. The present analysis also supports these experi- 
mental observations (for water), since it shows that a wall 
superheat of 16-44°C is reasonable for bubble nucleation for 
water, and that very quickly after nucleation, conditions compa- 
rable to film boiling would occur. In agreement with experimen- 
tal evidence and the present theoretical analysis, transition tem- 
peratures are taken as 130°C and 300°C for water-based grinding 
fluid and oil, respectively. 

From the analyses presented above, three important conclu- 
sions can be made. First, due to the large single-phase (liquid) 
heat transfer coefficient of the grinding fluid, nucleate boiling 

Journal of Heat Transfer MAY 1996, Vol. 118 / 465 

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



has a negligible effect on heat transfer. Second, the required 
wall temperature for nucleate boiling for water could potentially 
be around 130°C for a cavity size of 3 #m. Finally, the bubble 
growth time required to blanket the workpiece surface is much 
smaller than the time that a cavity stays in the grinding zone. 
Thus, the temperature at which nucleate boiling is initiated can 
also be taken as the temperature criterion for film boiling. 

Based on these conclusions, film boiling will be handled in 
the following manner in our thermal model of grinding. The 
workpiece background temperature at the surface will be calcu- 
lated as a function of distance along the grinding zone. Film 
boiling is assumed to occur when this temperature exceeds a 
critical value of 130°C for water-based grinding fluid and 300°C 
for oil. Note that these critical temperatures are applied to the 
workpiece background temperature at the surface (not the peak 
temperature under a grain) since this temperature is equal to 
the fluid temperature. When transition to film boiling occurs, 
the cooling effect of grinding fluid diminishes greatly. It is 
therefore reasonable to assume that the heat flux to the fluid is 
zero beyond this point (i.e., hf = 0). Radiation heat transfer 
between the workpiece surface and the surroundings is also 
negligible: Using a workpiece temperature of 1100 K (high 
enough to cause workpiece burn) and surroundings at 300 K, 
and assuming black surfaces, the radiation heat flux is only 8 
x 10 4 W ] m  2, which is negligible compared to the grinding heat 
flux of order 107 W/m 2. 

Coupling the Models. In Jen and Lavine (1995), Duha- 
mel's Theorem was used to account for the actual variation of 
heat fluxes along the grinding zone. The models for the wheel, 
fluid, and workpiece were coupled by requiring that the surface 
temperatures match. Under the assumption of no transition to 
film boiling, an integral equation was derived that could be 
solved for q'(~b(x), the heat flux remaining in the workpiece. 
Once this function is known, all surface temperatures and heat 
fluxes can be calculated. 

In the present paper, the previous result is extended to the 
case in which there is transition to film boiling. In order to 
include this effect, another discontinuity must be accounted for 
in the formulation of Duhamel's Theorem. An integral equation 
can be derived for q%(x) beyond the transition point (x = x j), 
in a manner similar to the result without transition from Jen 
and Lavine (1995). The resulting equations for q%(x) before 
and after transition are (see Jen, 1993, for a detailed derivation): 

q%(x) - 1 + (I - A ) C  L d~ 

" ] ! 1 dqwh(#_____) (1 + (1 - A)C) hg(x - ~) A d~ 

q~iad(O)~ dq~,b(~) 1 d~ + x .~ xl (7) 
d~ hwb(X - ~) ha(x) J 

q~b(X)=A~wg{f] ([dq~ind(~)  I dq~+(~) 1 1 
L ~ -  A d~ J hg(x-- ~) 

dq:'.b(~) 1 ) q:~.d (0) Aq~b(X,) 
d~ hw,.(}-- ~) d~ + he(x) + hw~(x - x,) 

(1 )C dq~b(~______) 1 d~ x -> Xl (8) 

where q~rind is the total grinding power per unit area of actual 
wheel/workpiece contact, AqwP,5(xl )  = qwb(Xl" +) -- qwl~k"/X-~I ) and 

k (W/m-K) 

P (kg/m a) 

ep (J/kg-K) 

Table 2 Material properties 

steel water oil A1203 

60.5 0.68 0.15 46 

7854 1000 820 4000 

434 4180 2000 770 

C = ~/(kpcp),v,/(kpcp)wvw. Also in these equations, the heat 
transfer coefficients are given by: 

h w b ( x )  : 4 x  ' : ' 

/ 7r( kpep )gVs 
he = ~] ~x  f ( ~ )  (9) 

T 

where ~(x) = (TrOggX/l~,l),,)l/Z, and 

f (~ )  = 2 ; (10) 
7r 1'2 1 - exp(~ 2) erfc (~) 

Note that the uniform heat flux heat transfer coefficients given 
in Eq. (9) are used as building blocks in Duhamel's Theorem 
to yield the correct solution for the variable heat flux conjugate 
problem. 

Numerical Procedure, The same numerical procedures are 
used as in Jen and Lavine (1995) with the slight modification 
that the discontinuity at the onset of film boiling is handled in 
the same way as at the origin. Grid convergence tests were 
reported in the earlier paper (Jen and Lavine, 1995). It was 
shown that 40,001 grid points are sufficient, and this number 
will be used throughout this study. 

Results and Discussion 
The physical properties of the workpiece (plain carbon steel), 

grinding fluids (water or oil), and abrasive grains (A1203) are 
listed in Table 2. The grinding conditions, unless specifically 
stated, are the conditions listed in Table 1. The parameters 
A and l~ are not well known, and were estimated based on 
conversations with grinding wheel manufacturers and other ex- 
perts. It has been shown by Kohli (1993) that a triangular 
grinding power input is more appropriate than a uniform distri- 
bution, and it is therefore used in this paper (unless otherwise 
stated). A triangular grinding power input is defined to have 
its maximum at x = 0, decreasing linearly to zero along the 
grinding zone. The average grinding powers used here are in 
the normal ranges of conventional and creep feed grinding con- 
ditions. The grinding power is treated as a known input parame- 
ter, even though in reality it is determined by the grinding 
conditions. Fortunately, in practice the grinding power can be 
measured easily either directly from the spindle power less the 
power required for idling, or indirectly using a force dynamome- 
ter. The ambient temperature is taken to be 25°C for water based 
grinding fluid and 40°C for oil (as explained in Lavine and Jen, 
1991a). 

Typical cases of grinding without film boiling were demon- 
strated by Jen and Lavine (1995), and will not be repeated 
here. The following sections will be used to demonstrate the 
effect of film boiling on the thermal behavior of the grinding 
process. 

Comparison to Experimental Data. The theoretical pre- 
dictions of maximum workpiece background temperature of the 
present model have been compared with experimental data, un- 
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Fig. 2 Comparison to experimental data 

der conditions for which no film boiling occurs (Jen and Lavine, 
1995). The agreement is excellent under conventional grinding 
conditions, and is good under creep feed grinding conditions 
when oil is used as the grinding fluid. However, the agreement 
with experimental data becomes worse under creep feed grind- 
ing conditions when water-based grinding fluid is used (see 
Jen, 1993, for detailed discussions). Now, with appropriate 
handling of the film boiling condition, the present model will 
be compared to published experimental data for conventional 
grinding with film boiling, using aluminum oxide wheels with 
water-based grinding fluids. 

The experimental data presented by Yasui and Tsukuda 
(1983) show a significant increase in maximum workpiece 
background temperature when that temperature exceeds around 
100-130°C for water-based grinding fluid. The comparisons 800 - 
between these experimental data and the theoretical predictions 
of the present model for the maximum workpiece background 
temperature are presented in Fig. 2 as functions of the average 600 
grinding power per unit area. The grinding power is varied by 
changing the depth of cut. This is accounted for in the model. 
The experimental data are denoted by the square symbols. It ~ 400 
can be seen that when the average grinding power (per unit 
area of the grinding zone), q't~t, exceeds about 2 X 10 v W/m 2, 
the workpiece background temperature increases significantly, zoo 
By using the present model with the slug flow assumption, the 
predicted curve is in excellent agreement with the experimental 
data. Note that none of the parameters was chosen to fit the 0 
experimental data. Using Blasius boundary layer flow results 0. 
in higher temperatures since the heat transfer coefficient of the 
fluid is smaller (not shown). Interested readers are referred to 
Jen (1993) for more discussion of Blasius flow. 

Examples for Triangular Grinding Power Input 

Conventional Grinding Conditions. One example will be 
given to demonstrate the temperature and heat flux distributions 10 o 
along the grinding zone with film boiling under conventional 
grinding conditions (see Table 1 ) with a water-based grinding 
fluid. The surface temperature distributions along the grinding 
zone are presented in Fig. 3(a) .  A triangular grinding power 
input with average grinding power input of 6 × 107 W/m 2 is 
used. The grain temperature increases rapidly near the beginning < 107 
of the grinding zone, and reaches its maximum temperature of 
809°C at x = 0.18 ram. It can be seen that film boiling occurs 
at x = 0.4 ram. It seems that the onset of film boiling does not 
change the grain temperature significantly. After the onset of 
film boiling, a small increase in grain temperature is observed, 106 
followed by a temperature decrease until the end of the grinding 0. 
zone (due to the decreasing power input). A stronger effect of 
film boiling is observed for the workpiece background tempera- 
ture (Twb.,). The workpiece background temperature increases 
rapidly after the onset of film boiling, and reaches its maximum 

value of 241°C at x = 0.7 mm. This workpiece background 
temperature is well below the "workpiece burn" temperature 
(approximately 700-800°C, see Snoeys et al., 1978; Malkin, 
1989). Therefore, no thermal damage is expected in this case. 
This result, namely that the increase in workpiece background 
temperature is significant when film boiling occurs, but not large 
enough to cause workpiece burn, is fairly typical of conven- 
tional grinding conditions (Lavine and Malkin, 1990). Later, 
larger workpiece background temperatures will be demonstrated 
for creep feed grinding conditions, in which "workpiece burn" 
does occur. 

The heat flux distributions along the grinding zone are shown 
in Fig. 3(b) .  (The heat fluxes are multiplied by the fractional 
areas over which they apply,) Before film boiling occurs, about 
30 percent of the heat that enters the workpiece (Aq','~8) remains 
in the workpiece (q~b) and the other 70 percent of the heat is 
taken away by the grinding fluid (( 1 - A) qT). Therefore, when 
film boiling occurs and q7 goes to zero, q','~b must increase 
strongly. Consequently, the workpiece background temperature 
(T,,b.,) increases significantly (see Fig. 3 (a ) ) .  However, there 
is no significant change in q~ when film boiling occurs, and 
therefore the increase in Tu., is small, as seen in Fig. 3(a) .  

Creep Feed Grinding Conditions. One example will be 
used to show the temperatures and heat flux distributions along 
the grinding zone under creep feed grinding conditions with 
film boiling, using water based grinding fluid. The grinding 
conditions are the typical creep feed conditions given in Table 
1. The average grinding power input is set to be 1.5 x l 0 7  W/ 
m 2 . 

Figure 4 ( a )  demonstrates the surface temperature distribu- 
tions along the grinding zone when film boiling occurs. It can 

/ 
!/ 

/ 

f 

Conventional grinding 
q~ot = 6×10 ? W/ra z 

\ 
\ 

T w b ,  s ~ "  

0.5 

x (ram) 

1.0 

Fig. 3(a) Temperature distributions (triangular grinding power input, 
q(~t = 6 x 107 W/m 2, conventional grinding with water-based grinding 
fluid) 

C o n v e n t i o n a l  g r i n d i n g  
q~ot = 6 x l O  ? W/rn z 

, 

i i L i r i i L i 

0.5 1.0 

x ( rnm)  

Fig, 3(b) Heat flux distributions (triangular grinding power input, qt'~t = 
6 × 10 7 W / m  =, conventional grinding with water-based grinding fluid) 
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Fig. 4(a) Temperature distributions (triangular grinding power input, 
qt'~t = 1.5 × 10 r W/m 2, creep feed grinding with water-based grinding 
fluid) 
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Fig. 4(b) Heat flux distributions (triangular grinding power input, qt'~t = 
1.5 × 10 r W/m 2, creep feed grinding with water-based grinding fluid) 

be seen that a very rapid increase in both Tg.s and Twb.s is clearly 
observed when the workpiece background temperature exceeds 
the film boiling temperature. These temperature increases are 
much greater than under conventional grinding conditions (Fig. 
3 (a ) ) .  The maximum workpiece background temperature 
reaches about 785°C at about x = 4.5 mm. This elevated work- 
piece temperature is probably high enough to cause workpiece 
burn. It is also worth noting that the calculated workpiece back- 
ground temperature distribution agrees qualitatively with the 
observations reported in a number of experimental studies 
(Ohishi and Furukawa, 1985; Yasui, 1984; and Snoeys et al., 
1978), in which the workpiece temperature increases gradually, 
followed by a sharp increase in the workpiece temperature at 
the location where film boiling occurs, and decreases near the 
end of the grinding zone. Returning to Fig. 4 (a ) ,  it can be seen 
that near the end of the grinding zone, Twb.., is larger than Tg,s. 
This indicates that the grains are  cooler than the workpiece 
background surface temperature, so that when a grain passes 
over a point on the workpiece it will cool it. Therefore, negative 
heat fluxes for q~g(x) and q~b(X) are expected (this was also 
predicted by Guo and Malkin, 1995). 

Figure 4(b)  presents the heat flux distributions along the 
grinding zone for this case. Before film boiling occurs, 
q~g(x) is larger than q~(x) as for the conventional grinding 
case (see Fig. 3(b) ) .  However, more heat is removed by the 
fluid for creep feed grinding conditions than for conventional 
grinding conditions. Before the onset of film boiling, about 7 

A t/ \ percent of the heat that enters the workpiece (qwg)  remains in 
the workpiece (q~b) and the rest of the heat (93 percent) is 
carried away by the grinding fluid ((1 - A)q~) (compared to 
70 percent for the conventional grinding case demonstrated ear- 

lier). Consequently, when film boiling occurs and the cooling 
effect of the grinding fluid diminishes, not only the workpiece 
but the grain as well must remove the excess heat. The figure 
shows that both q~ and q~b increase significantly at the onset 
of film boiling, in contrast to the conventional grinding case for 
which only q~b increased significantly. This explains why both 
Twb.., and Tg., increase at the onset of film boiling. 

Workpieee Background Temperature .  For the purpose 
of predicting thermal damage to the workpiece, the workpiece 
background temperature is of interest, not the peak temperature 
underneath a grain, as has been shown experimentally by Mal- 
kin (1974). Therefore, the remainder of this study will address 
the workpiece background temperature prediction, and its de- 
pendence on several of the parameters. In this section, the word 
"temperature" will be used to mean the "workpiece back- 
ground temperature at the workpiece surface." 

The Effect of Grinding Power Distribution. One example 
will be shown here to demonstrate the different profiles of work- 
piece background temperature when different shapes are used 
for the grinding power input. Note that only a case with film 
boiling is shown here. The interested readers are referred to Jen 
and Lavine (1995) for cases without film boiling. The grinding 
conditions are for conventional grinding with a water-based 
grinding fluid. 

An example for which film boiling occurs under conventional 
grinding conditions is demonstrated in Fig. 5. The conditions 
are the same as for Fig. 3, except that the results for a triangular 
and a uniform power input are compared. In many earlier works 
(e.g., Des Ruisseaux and Zerkle, 1970; Malkin, 1974; Lavine 
and Jen, 1991a), a uniform grinding power input is assumed 
along the grinding zone. Recently, Kohli (1993) used a com- 
bined experimental and analytical approach to investigate the 
appropriate distribution of the grinding power input. His results 
reveal that a triangular heat flux input may be more appropriate. 
It can be seen from the figure that a distinct difference is ob- 
served between the two curves for the point where film boiling 
begins. For the triangular heat flux case, the transition point is 
located at x = 0.4 mm, in comparison to x = 0.8 mm for the 
uniform heat flux case. The maximum temperature for the case 
of triangular grinding power input is located at around x = 0.7 
ram, and has a value of 265°C, which does not exceed the 
temperature required for workpiece burn. For the case of uni- 
form grinding power input, the maximum temperature is almost 
the same (267°C), but is located at the end of the grinding 
zone. A further investigation by varying the grinding power 
inputs with uniform and triangular profiles shows that the peak 
temperatures are consistently almost the same, even though the 
transition point occurs earlier for triangular grinding power in- 
put. It is also important to note that if the peak temperature 
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0 , ~ , , I , , , , 

O. 0 . 5  1 . 0  
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Fig. 5 Effect of grinding power input, conventional grinding, qt'~t = 6 × 
10 7 W/m 2, water-based grinding fluid 
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occurs at the end of the grinding zone, this temperature could 
possibly be reduced easily by injecting grinding fluid at the end 
of the grinding zone. For the case of triangular grinding power 
input, however, this will not significantly reduce the possibility 
of workpiece burn because the peak temperature is located in 
the middle portion of the grinding zone. 

The Effect of Grinding Fluids. Two examples using two 
different grinding fluids (i.e., oil and water-based grinding flu- 
ids) for the cases of creep feed and conventional grinding condi- 
tions are shown in this section. The first example is for creep 
feed grinding conditions. A triangular grinding power input is 
used with two different average grinding power inputs as shown 
in the figure. 

With an average grinding power input of 8 x 10 6 W/m 2, the 
temperature is higher when oil is used, as shown in Fig. 6 (a ) .  
For oil, the maximum temperature is about two times larger than 
for water-based grinding fluid. This is not surprising because the 
heat transfer coefficient is smaller for oil due to its smaller 
thermal conductivity. When the average grinding power input 
increases to 1.5 × 107 W/m 2, both oil and water-based grinding 
fluids undergo film boiling. Recall that the film boiling tempera- 
ture for oil is about 300°C, compared to 130°C for water-based 
grinding fluid. It can be seen that although the transition temper- 
ature for water based grinding fluid is smaller than for oil, 
transition occurs slightly further along the grinding zone for 
water-based grinding fluid. The workpiece temperature for both 
grinding fluids exceeds 800°C, so that workpiece bum would 
occur. However, the maximum temperature for oil is larger than 
for water-based grinding fluid. These results seem to suggest 
that water-based grinding fluid gives better performance under 
creep feed grinding conditions. Note that this may not be true 
under conventional grinding conditions, as will be demonstrated 
in the next example. It also should be recognized that, since oil 

is a better lubricant, the grinding power might be lower for 
oil than for water based grinding fluid, even though we have 
compared them on the basis of equal grinding power input. 

The next example is for the case of conventional grinding 
conditions. A triangular grinding power input is used with two 
different average grinding power inputs as shown in the figure. 
Similar to the last example, the temperature is higher for oil at 
the lower grinding power input (3 × 107 W/m 2) when film 
boiling does not occur. However, in comparison to the last 
example a distinct difference is observed when film boiling 
occurs. It can be seen from Fig. 6(b)  that the maximum temper- 
atures in the grinding zone are almost the same for both oil and 
water-based grinding fluid. The higher boiling point of the oil 
almost exactly makes up for its lower heat transfer coefficient. 
Again, this comparison is on the basis of equal grinding power 
input. These results may partially explain why oil generally 
gives better performance for conventional grinding whereas wa- 
ter-based grinding fluid is usually used in creep feed grinding. 

The Effect of Elastic Flattening. The length of the grinding 
zone is psually calculated by using the following equation (Des 
Ruisseaux and Zerkle, 1970): 

l = ~  (11) 

where a is the depth of cut, and d~ the wheel diameter. However, 
as indicated by Snoeys et al. (1978), the elastic flattening of 
the wheel against the workpiece will increase the length of the 
grinding zone. As demonstrated in their paper, the actual length 
may be twice as long as the value calculated by using Eq. ( 11 ). 
This was also pointed out by Hahn in his comments on the 
paper presented by Des Ruisseaux and Zerkle (1970). If the 
grinding power is distributed over a longer length, the average 
grinding power will decrease. This is an issue in need of further 
investigation, since Guo and Malkin (1995) show that even 
with elastic flattening, the power dissipation is concentrated 
mainly in the theoretical grinding zone length. However, it will 
be assumed here that the grinding power is distributed over the 
entire actual grinding zone length. 

Figure 7 demonstrates the effect of elastic flattening on the 
workpiece temperature by increasing the grinding zone length 
as much as a factor of two over the theoretical length of 1 ram. 
Conventional grinding conditions are used with a water-based 
grinding fluid. A triangular grinding power input is used. The 
solid line represents the original temperature curve, when the 
elastic flattening effect is neglected. It can be seen that film 
boiling occurs, and a maximum workpiece temperature of 250°C 
is observed. However, when the length of the grinding zone 
increases to 1.5 mm, the average grinding power decreases from 
6 × 10 v W/m z to 4 X 107 W/m 2. As a result, the film boiling 
effect disappears, and the workpiece temperature falls below 
120°C. For the largest enlargement of the grinding zone length, 
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Fig. 7 Effect of elastic flattening 
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2.0 mm, the maximum workpiece temperature is lower than 
ll0°C. Note that the average grinding power flux js 3 × 107 
W/m 2 in this case. It is also interesting to note that the maximum 
temperature does not change significantly when the actual grind- 
ing zone length varies from 1.5 mm to 2.0 mm. An important 
conclusion can be made: As long as no film boiling occurs, the 
elastic flattening effect is not extremely important in determin- 
ing the maximum temperature. However, this effect can be 
very significant if it makes the difference between film boiling 
occurring or not. 

Conc lus ions  

An improved model has been developed to predict the tem- 
perature and heat flux distributions along the grinding zone 
when film boiling occurs. By appropriate handling of the film 
boiling condition, this model successfully eliminates the abrupt 
transition as predicted in the earlier models (Lavine and Jen, 
1991; Jen and Lavine, 1992a). Several major conclusions can 
be made as follows: 

1 An analysis that accounts for the effect of gas entrapment 
in a cavity has been presented to estimate the required wall 
superheat to initiate the nucleate boiling of a bubble embryo. 
A broad range of wall superheats could be generated depending 
on the values of different parameters. For instance, for a cavity 
size of 3 ,am with several parameters fixed, the required wall 
temperature to initiate nucleate boiling of water varies from 
116°C to 144°C when the mole fraction of the entrapped gas 
varies from 1 to 0. 

2 Once nucleate boiling begins, the bubble growth time 
required to blanket the workpiece surface is much smaller than 
the time that a cavity stays in the grinding zone. Thus, the 
workpiece temperature rises rapidly after the onset of nucleate 
boiling because the cooling effect of the grinding fluid dimin- 
ishes in a very short time. This explains the experimentally 
observed temperature increase once the workpiece temperature 
reaches around 100-130°C for water based grinding fluid. 

3 Accounting for the effect of film boiling, the predicted 
maximum temperatures are in excellent agreement with the ex- 
perimental results presented by Yasui and Tsukuda (1983),  
when slug flow is used. 

4 The workpiece temperature distributions along the grind- 
ing zone predicted by the present model agree qualitatively with 
experimental results (Ohishi and Furukawa, 1985; Yasui, 1984; 
Snoeys et al., 1978). 

5 When film boiling occurs, the workpiece background 
temperature increase is greater under creep feed grinding condi- 
tions than under conventional grinding conditions. 

6 In the example given, when film boiling occurs, the maxi- 
mum workpiece temperature is larger for oil than for water- 
based grinding fluid under creep feed grinding conditions, 
whereas the maximum workpiece temperature is approximately 
the same under conventional grinding conditions. 

7 The maximum temperatures are almost the same when 
two different grinding power input profiles, namely uniform 
and triangular grinding power inputs, are used even when film 
boiling occurs. The point of onset of film boiling is earlier for 
the triangular grinding power input than for the uniform grind- 
ing power input. 

8 The effect of elastic flattening can be very significant if 
it makes the difference between film boiling occurring or not. 
However, this effect is not very important in determining the 
maximum temperature when there is no film boiling. 
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Transient Heating and Melting 
of Particles Plasma Spray 
Coating Process 
In the plasma spray coating process, solid particles are injected into a plasma jet. 
The heat transfer from the plasma to the particles results in heating and melting of  
the particles. The molten particles impact on a surface .forming a thin coat. In this 
paper, we investigate the heating and melting of a spherical particle injected into a 
thermal plasma. The transient temperature distribution in the particle interior is 
obtained simultaneously with the temperature and number density variations of  the 
ions, electrons, and the neutrals as well as the electric potential variation in the 
plasma. Our analysis incorporates a model for  the production and recombination of  
electrons and ions. The transport in the plasma is modeled by considering the main 
body of  the plasma as charge neutral and a charge sheath in the vicinity of  the 
particle surface. The heat flux to the particle is evaluated by taking into account all 
modes of  heat transfer to the surface. The temporal variations of  the particle tempera- 
ture distribution are calculated. Results are compared with the available predictions 
made without taking into account the gas ionization to assess the importance of 
ionization attd particle charging on the heat transport to the particle. For argon, for  
the particle materials considered in this study, the effect of  gas ionization on the heat 
transport was found to be negligible for  plasma temperatures below 6500 K. 

I Introduction 
A plasma-aided spray coating process is used to produce 

surface coatings with desired characteristics. In this process, 
particulate matter and an inert gas are injected into a plasma 
torch. An electric discharge provides energy to heat and partially 
ionize the gas. The injected particulate matter is heated and 
melted due to the heat transfer from the ionized gas. These 
molten droplets then impinge on a surface to be coated. The 
spreading of the droplets and the subsequent solidification forms 
a thin layer. The particle heating and melting play an important 
role in controlling the quality of the coating. In this paper we 
have analyzed the heating and melting of a spherical particle 
in a thermal plasma. Once a particle is introduced into an ionized 
gas, owing to the large difference in the mobilities of ions and 
electrons, initially more electrons impact on the particle than 
the ions. The particle becomes negatively charged with respect 
to the main body of the plasma such that the current of the ions 
and the current of electrons toward the particle are equal. Under 
these conditions, the electric potential at the particle surface 
with respect to the undisturbed plasma is known as the floating 
potential. A thin charge sheath is present in the vicinity of the 
particle surface. Chen and He (1986) analyzed the heat trans- 
port to a particle in a rarefied ionized gas. They showed that 
particle charging significantly increases the rate of heat transport 
to the particles in rarefied gases. Analytical expressions for the 
heat flux were derived by Gnedovets and Uglov (1992) in their 
study of nonspherical particles injected into rarefied plasmas. 
Although these studies show the importance of particle charging 
on the heat transport to the particle, their models are appropriate 
for solid particles in rarefied plasma and are not applicable 
under continuum conditions. A continuum model to predict the 
electron and ion flux to a spherical body in a weakly ionized 
gas was first reported by Cohen (1963) and Su and Lam (1963) 

Contributed by the Heat Transfer Division for publication in the JOURNAL OF 
HEAT TRANSFER. Manuscript received by the Heat Transfer Division July 1995; 
revision received February 1996. Keywords: High-Temperature Phenomena, Ma- 
terials Processing and Manufacturing Process, Numerical Methods. Associate 
Technical Editor: A. Lavine. 

in their analyses of electrostatic probes. Barad and Cohen 
(1974) extended the analysis to a moderately ionized plasma 
by accounting for both the charge-charge and the charge-neutral 
collisions. Measurements of heat flux to cylindrical probes in 
high intensity arcs have been reported by Meyer and Pfender 
(1973). They have also provided a simplified model to estimate 
the heat transport to cylindrical probes in highly ionized arcs. 
Their results indicate that the recombination of ion and electrons 
at the surface of the probe is an important mechanism of heat 
transport to the probes. In their model, Meyer and Pfender have 
considered a collisionless electric sheath close to the probe 
surface. We note that this limit is completely different from the 
continuum analysis presented in this paper. McAssey and Yeh 
(1970) calculated the heat transfer to electrostatic probes by 
accounting for the electron-ion recombination at the probe sur- 
face. However, they did not consider the variation of the elec- 
tron and ion temperatures in their model. In a recent study we 
have presented a model to calculate transport in thermal plasmas 
including the variation of the electron and ion temperatures 
(Jog, 1995). Lee et al. (1985) and Chyou and Pfender (1989) 
have reviewed the experimental and computational studies on 
the behavior of particles in thermal plasma. 

Bourdin et al. (1983) have analyzed the transient heating of 
spherical particle under plasma conditions without considering 
the effects due to ionization of the gas. They showed that for 
a stationary particle, the Nusselt number based on the particle 
diameter equals 2 if the integral average values of plasma ther- 
mal conductivities are used. The integral average value of the 
thermal conductivity is defined as 

~ - r ~  rw Tw ~ ( r ) d r  

It was found that for a particle immersed in a plasma, the 
instantaneous Nusselt number drops rapidly with time and at- 
tains its asymptotic value of 2.0 in less than 1 ,as. They also 
showed that the heat transport to the particle by radiation is 
negligible compared to that by conduction for far-field plasma 
temperatures greater than 4000 K. They have reported the tran- 
sient variation of the particle temperature for several particle 
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materials. We have compared our results with those of Bourdin 
et al. (1983) to ascertain the effect of gas ionization on the heat 
transfer to the particle. The comparison reveals that the effect 
of particle charging on the heat transport to the particle from 
an argon plasma is significant for far-field temperatures above 
6500 K. 

II Problem Formulation 
Consider a spherical solid particle introduced in a quiescent 

plasma consisting of electrons, ions, and neutrals. The typical 
particle diameters used in DC plasma coating are 2 0 - 1 0 0 / z m  
and the typical particle diameters used for RF plasma coating 
are 50 -200  #m. The range of Reynolds number based on the 
particle diameter and the relative velocity between the plasma 
and the particle is Re < 30 (Boulos and Gauvin, 1974; Yoshida 
and Akashi, 1977; Bronet and Boulos, 1989). It is important 
to understand the effects of gas ionization on a stationary parti- 
cle fully before making the model more complicated. Therefore, 
we have first considered a stationary particle in a plasma. Our 
results will be useful for particles moving with low Reynolds 
number Re < 10 in plasma spraying. The ionized gas is consid- 
ered as collision dominated and the mean free path is the small- 
est length scale in the problem. Good collision coupling exists 
between the heavy species (ions and neutrals) and their temper- 
atures are considered equal at any given location. For plasma 
spraying at atmospheric pressure, the Knudsen number is typi- 
cally less than 10 -2. Hence, a continuum model adequately 
describes the process. In our model, the mean free path is 
smaller than the Debye length, which is smaller than the particle 
diameter. It can be seen from our results that the sharp change 
in plasma parameters in the vicinity of the particle surface oc- 
curs over a distance of about 5 #m. At atmospheric pressure, 
the mean free path is about 0.1 #m. The mean free path is at 
least an order of magnitude smaller than the distant over which 
large variations are present, thereby validating a continuum 
model. 

The formulation is sphedco-symmetric. It is convenient to 
use spherical coordinates with the origin of the coordinate sys- 
tem at the center of the particle as shown in Fig. 1. The back- 
ground gas is considered homogeneous, stationary, and optically 
thin. The thermal conductivities of electrons, ions, and the neu- 
trals are considered variable. Their variation with temperature 
is incorporated in this model. Beyond the initial short period of 
rapid transients, the heat transport to the particle surface may 
be regarded as quasi-steady. As the time scale for particle heat- 
ing and melting ( ~  1 ms) is much larger than the time scale 
for transport in the gaseous phase ( ~ 1  #s) ,  the quasi-steady 
approach can provide accurate results (Lee et al., 1985). The 

( /  I 
'~ j / l ,  t/ 

. . . . . .  J "  

Fig. 1 Problem schematic 

Quasi-neutral 
region 
(~ ~ o) 

transport in the plasma is determined by the time-independent 
form of the governing equations, whereas the transport in the 
particle is considered fully transient. As the temperature distri- 
bution in the particle and the particle surface temperature 
changes with time, the corresponding solutions for the govern- 
ing equations in the plasma phase are obtained for each time 
step. The time scale for particle charging is orders of magnitude 
smaller than that for particle heating and the particle can be 
considered at its floating potential at all times. 

Under these assumptions, the governing continuum conserva- 
tion equations with the Poisson equation for the self-consistent 
electric field can be written as (Jog et al., 1992): 

V ' F e = P - R  (1) 

V . F i  = P - R  (2) 

V .  qe = - e F e ' E  (3) 

- ( e ~ ( N ~ -  Ni)  (4) V ' E =  
\ e o /  

with 

E = - V V .  

The electron and the ion fluxes are given by 

F~ = Ize V(NekTe) + Iz, NeVV, 
e 

(5) 

F, = #i V(N~kTi) - #,N~VV (6) 
e 

N o m e n c l a t u r e  

cp = specific heat at constant pressure 
E = electric field 
e = magnitude of electric charge on a 

single electron 
gi = statistical weight of ions 
gn = statistical weight of the ground state 

of neutrals 
h = Planck's constant 
k = Boltzmann constant 
L = latent heat of mel t ing 

me = mass of an electron 
N = number density 

N, = neutral number density 
No = far field electron and ion number 

density 
n = nondimensional number density 
P = production rate 

q = heat flux 
R = recombination rate 
rm -- location of the melt front 
rp = particle radius 
T = temperature 
t = time 

V = electric potential 
Vi = ionization potential 
& = Townsend's  first ionization co- 

efficient 
Cep = thermal diffusivity = )(p/(ppCp) 

Fe, F~ = electron flux and ion flux, re- 
spectively 

e = kD/rp 
e0 = permittivity of free space 

kD = Debye length 

# = mobility 
= inverse of nondimensional distance 

= r J r  
p = density 
X = thermal conductivity 

Subscripts 
e = electron 
i = ion 

m = melt 
n = neutral 
s = solid 

w = particle surface 
to = far-field conditions 

Superscript 
* = nondimensional quantities 

472 / Vol. 118, MAY 1996 Transactions of the ASME 

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



The electron heat flux is given by 

5 
qe = ~ kT~F~ - x~VT~ 

Z 
(7) 

The particle heating is governed by the energy conservation 
equation: 

aT,, = v . (xWT, , )  (8)  Pi'Ct' Ot 

Once the particle surface reaches its melting temperature, the 
particle begins to melt from the surface inward. The movement 
of the melt front can be tracked by employing an energy balance 
at the melt front as 

aT, ..... aT,,., dr,,, 
- X,, Or ,=~,,, = - X, Or ~=~,,, + Lpp dt ' (9) 

and using the temperature continuity condition 

a t r =  rm, T',= T,,,. (10) 

The particle is initially at a uniform temperature To. 

a t t = 0 ,  Tp(r, 0) = To (11) 

At the particle center we employ the symmetry condition 

a t r  = 0, OTp = 0. (12) 
Or 

A t  the particle surface the electron and ion fluxes are equal, 
and the temperature continuity and the energy balance is em- 
ployed. Due to a fast recombination process at the surface, ion 
and electron number densities are specified as very small values 
(Stahl and Su, 1971). Thus 

at r = re: F~ = ]-'i, N~ = N~ = Nw, (13) 

0T', Tp = T~, and - X p - ~ - = q  .... 

Here qw is the net heat flux from the plasma to the particle 
surface. The details of the calculation of qw by accounting for 
all the modes of heat transport at the surface are provided later 
in this paper. 

At r = ~,  the ion and electron densities and temperatures 
are specified. We consider a plasma at atmospheric pressure. 
Under this condition the difference between the electron and 
ion temperatures is small (Pfender, 1978) and thus at r = co, 
we consider T,, = Ti = T~. 

a t r + o o ,  N~=N,  =No, Te=T= and V = 0 .  (14) 

The rate of electron impact ionization is (Loeb, 1939) 

p = &IN~ENe. 

where the Townsend's first ionization coefficient & is given by 
& = Ap e x p ( - B p / E ) .  The coefficients A and B depend on the 
particular gas and p is pressure. The coefficient & decreases 
exponentially with the electric field E. The electric field is 
expected to be low in the quasi-neutral region and the impact 
ionization will be essentially zero. The electron temperature is 
expected to be high in most of the domain and thermal ioniza- 
tion and three body recombination will govern the production 
and recombination of ions and electrons. The net production by 
thermal ionization and three body recombination is given by 
the Saha equations as (Mitchner and Kruger, 1973) 

P - R  

:'yNe[~nNn(g71"mekTe~3'2\ h~ j exp (\ - eVi)kT~ / -N~Ni  I (15) 

where y = 1.09 × 10 -20 T e  912 m6]s  (Hinnov and Hirshberg, 
1962). 

III Mathematical Formulation for Transport in 
Plasma 

The time is nondimensionalized by the diffusion time scale 
t* = tc~p/r~, The distance is scaled by the particle radius r* = 
r/r,, the temperature is scaled by the far-field temperature T* 
= T/T~, the number density by the far-field electron number 
density n~.~ = N~.i/No. The Debye length is given by h~ = 
((_okT~/(eZNo)) i/2. The ion and the electron flux, the heat flux, 
and the electric potential are nondimensionalized by I-'~i = erp/ 
(l&.iNokT~)I-'e,~, q** = q~erp/(#eNok2T~ ), and V* = eV/( kT~). 
We consider the limit kD/rp ~ l and denote the small ratio of the 
Debye length to the particle radius as (_ = kJrp.  A coordinate 
transformation (~ = l / r * )  is used to map the computational 
domain in the plasma (r* = 1 ~ ~) onto a finite domain (~ = 
0 ~ 1 ). The governing equations in the plasma are written in 
terms of the dimensionless variables as 

d2V , (_2 
d~2 - ~4 (n,, - ni) (16) 

d 2 d ( dV*~ _ 1 err, 
d~ 2 (?leTe*) q- "-~ ~ l'le d~ /1 ~4 #eNokT~ - - ( P -  R) (17) 

d 2 d ( d V * )  _ 1 er~ ( P - R )  (18) 
d~ 2 (n~T~) - d~ n~ d{ / ~4 tziNokT~ 

~ -  T~ d--T- + e--~--j  5 #~Nok2T® d{ J 

2 d( eT )dV*] (19) 
5L ~\d~ / d~ d~J 

The boundary conditions at the particle surface are 

ne = rli = n,,, T* = T~*, a n d  pte[ '~ = # i F , * .  

The remaining boundary conditions have to be obtained by 
matching the solutions to those in the quasi-neutral region as 
described later. 

The above governing Eqs. ( 1 6 ) - ( 1 9 )  are valid in most of 
the computational domain. However, Eq. (16) has a singularity 
at ~ = 0. This corresponds to a region far away from the particle 
where the ion and the electron number densities and tempera- 
tures are high. Both terms on the right-hand side of Eq. (16) 
are several orders of magnitude larger than the left-hand side. 
The zeroth-order solution in this case is n~ = ni -= n. This is 
the quasi-neutral region (~ ~ 0). Now consider Eqs. (17) and 
(18). The right-hand side of the equation shows a balance 
between two very large numbers compared to the left-hand 
side. Hence, the zeroth-order solution is the balance of thermal 
ionization and three body recombination, P ~ R. In the electron 
energy equation, in the distant quasi-neutral region, the most 
dominant term is the one due to conduction. With these simpli- 
fications the governing equations in the region near £ ~ 0 are: 

dV* 1 ( d (nTy)  d (nT~) )  
(20) 

n2 = 2giN, {27rmekT~']3/2T.3/2 e x p ( -  V * ]  (21) 
g,,N~ \ ~ / T~ / 
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e ( (22) 

The boundary conditions are 

~ 0 ,  n = 1, T* = 1, and V* = 0 .  

As ~ ~ 1 the variations of the electron temperature, number 
densities, and electric potential in the quasi-neutral region 
should match with the corresponding solutions in the sheath 
region. This matching provides the remaining boundary condi- 
tions. 

IV Heat Transport to Particle Surface 

The heat flux to the particle surface is determined by account- 
ing for all modes of heat transport at the surface. The particle 
receives energy by conduction from neutrals, ions, and elec- 
trons, and also by recombination of ions and electrons at the 
particle surface. The temperature variation for a stationary back- 
ground gas can be obtained by solving the energy equation 

d--~- \X, - -~- - / /  = 0 (23) 

with the appropriate boundary conditions as: 

T* = 1 at ~ = 0  and T,* = Ts* at ~ = 1. 

Good collision coupling exists between the ions and the neu- 
trals, and their temperatures are considered equal at a given 
location. Therefore a numerical solution to Eq. (23) provides 
the neutral and the ion temperature variation in the computa- 
tional domain (~ = 0 ~ 1). The conduction of heat from the 
neutral gas can be calculated as 

_ e x n  d T , *  ~= 1 (24) 
q* #eNok2T= d~ 

At the particle surface, energy is deposited by recombination 
of ions and electrons as well as conduction from neutrals, ions 
and electrons. The total dimensionless heat flux to the particle 
surface from the plasma can be written as 

q* = q* + q* + q~* + q*. (25) 

The heat fluxes are nondimensionalized by q* = qerp/ 
(#~NokZT2~). 

q~ is the energy provided to the surface by the recombination 
of the ions and electrons equivalent to the ionization potential: 

q* = F*]~=W,*. (26) 

q* and q/* represent the thermal energy deposited by conduction 
by electrons and ions, respectively: 

= eXe.i dTe*,i ~= l (27) 
q*~ #eNok2T= d(  

V Solution Procedure 

The simultaneous solutions of the governing equations for 
the particle temperature and the transport in plasma are carried 
out by an iterative procedure. The transient particle temperature 
distribution is calculated by solution of Eq. (8) with appropriate 
boundary conditions using an implicit finite difference method. 
The diffusion terms are discretized by the central difference 
technique. The algebraic equations resulting from the discretiza- 
tion are solved by the tridiagonal algorithm. The heat transport 
from the plasma has to be calculated for each time step. Particle 

surface temperature from the previous time step is used as the 
first guess. Using this temperature value, the solutions of the 
governing equations in the plasma are obtained as described 
below. The solution in the plasma provide the heat flux to the 
particle. This value of the heat flux is used to solve for the 
particle temperature distribution and an improved value of the 
particle surface temperature is obtained. The procedure is con- 
tinued until the change in the surface temperature is below a 
specified convergence limit (relative error < 0.001 percent). 
The calculations are then advanced to the next time step. Once 
the particle begins to melt, the energy equation is solved in the 
molten and the solid regions with the boundary conditions Eqs. 
(9) and (10). 

The solutions in the plasma are obtained by solving appro- 
priate governing equations in the quasi-neutral region and the 
sheath region. An iterative method is used to obtain uniformly 
valid matched solutions. Equations (20) - (22) are the govern- 
ing equations for the quasi-neutral region (~ ~ 0) whereas 
Eqs. ( 1 6 ) - ( 1 9 )  are valid for the sheath region (~ ~ 1). The 
governing equations are discretized using a hybrid finite differ- 
ence scheme. In this scheme, central differencing or upwind 
differencing method is used based on the relative magnitude 
of diffusion and drift terms (Patankar, 1980). The algebraic 
equations resulting from the discretization are solved by the 
tridiagonal algorithm. The governing equations in the quasi- 
neutral region are first solved in the entire domain. Then a grid 
point is chosen where the number densities are O(e 2). The 
governing equations for the sheath region are then solved toward 
the particle. These solutions in the sheath region provide the 
inner boundary conditions to solve the governing equations in 
the quasi-neutral region. This iterative procedure is continued 
until the changes in all variables are below a specified conver- 
gence limit (relative error < 10-6). Although the condition at 
the particle surface is that of ion and electron flux being equal, 
in the computational procedure a value for the potential at the 
particle surface is specified and it is iteratively changed so as 
to get the required flux condition at the particle surface. Due 
to the coupled and nonlinear nature of the equations, an underre- 
laxation method was used with the relaxation coefficient 0.9. 
The source terms in Eqs. (17) and (18) were linearized by the 
method outlined by Patankar (1980) to increase the diagonal 
dominance and obtain faster convergence. Computations were 
carried out on Ohio Supercomputer Center's Cray Y-MP. Each 
run took about 30 cpu minutes. 

VI Results and Discussion 

The results are obtained for particle radii of 50, 100, and 200 
#m. This corresponds to the typical size of the particulate matter 
used in the plasma spray coating process. The background gas 
is argon plasma at atmospheric pressure. To make fruitful com- 
parisons with Bourdin et al. (1983), three particle materials 
are considered, viz., alumina, nickel, and tungsten. For these 
particulate materials, the change in thermophysical properties 
is not very large. For example, for nickel, a temperature change 
from 800 K to 1500 K results in a variation in thermal conduc- 
tivity from 67.6 W/m K to 76.2 W/m K, and the specific heat 
changes from 530 kJ/kg K to 616 kJ/kg K. In contrast, the 
variations in the thermal conductivities of electrons, ions, and 
neutrals in the plasma can be large (more than an order of 
magnitude). Therefore, we have considered constant thermo- 
physical properties for particulate materials where as the varia- 
tion of thermal conductivities of electrons, ions and neutrals 
with temperature is fully accounted for inour  model. Also, the 
simplification of constant properties of particulates enables us 
to directly compare our results to those of Bourdin et al. ( 1983 ) 
and identify the effect of gas ionization. 

The thermophysical properties used for the particulate materi- 
als are as follows. For alumina: p = 4 × 103 kg/m 3, cp = 1.5 
kJ/kg K, L = 106 J/kg, and Xp = 6.3 W/m K. The melting 
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Fig. 2 Transient temperature variation for an alumina particle. Legend: 
solid lines--surface temperature, dashed lines--surface temperature 
solution without considering gas ionization, rp = 100/~m, To = 300 K. 

temperature is 2323 K and the boiling temperature is 4000 K. 
For nickel: p = 8.9 × 103 kg/m 3, Cp = 541 J/kg K, L = 3 × 
105 J/kg, and Xv = 73.3 W/m K. The melting temperature is 
1727 K and the boiling temperature is 3005 K. For tungsten: p 
= 1.935 × 104 kg/m 3, c~, = 170 J/kg K, L = 1.9 x 105 J/kg, 
and Xp = 110 W/m K. The melting temperature is 3680 K 
and the boiling temperature is 6200 K. Other thermophysical 
properties were taken from Devoto ( 1973 ), Brown (1967), and 
Yoshida and Akashi (1977). The following data are used in 
our numerical computations: #e = 0.075 mZ/Vs, #, = 6.25 × 
10 4m2/Vs, nw = 10 9, gi = 2, g, = 2, Vi = 15.68 V, T0 = 
300 K. The temperature dependence on thermal conductivities 
of electrons, ions, and neutrals is taken from the data provided 
by Devoto (11973). 

The transient variation of the particle surface temperature is 
shown in Fig. 2 for alumina particles of 100 /.,m radius. The 
particle temperature variations are calculated until the particle 
is completely molten. In the surface temperature variations, the 
initial part corresponds to heating without a change of phase. 
The slope of the surface temperature variation changes as melt- 
ing begins. The change in the slope of the surface temperature 
variation during particle melting depends on the thermal diffu- 
sivity of the particle material. For a particle material with high 
thermal diffusivity, the temperature variations in the molten 
part and the solid part will be small, i.e., while the particle is 
undergoing melting, the temperature throughout the particle will 
be close to the melting temperature. Such a behavior will result 
in a large change in slope of the temperature curve. In contrast, 
a particle material with very low thermal diffusivity (such as 
alumina) will have large temperature variations in the particle 
interior at all times, including the duration when the particle 
undergoes melting. Hence, in the case of alumina, the particle 
surface temperature continues to increase when the particle is 
undergoing melting. Therefore, the change in the slope of the 
temperature curve is expected to be small. The dotted lines 
show the surface temperature variations obtained without ac- 
counting for gas ionization (Bourdin et al., 1983). Their results 
have been recalculated and replotted on our coordinates. The 
difference between the two predictions is due to the inclusion 
of gas ionization and particle charging effects in our model. 
The predictions of time required for the complete melting of a 
particle can be compared to ascertain the effect of gas ionization. 
At low far-field temperature, the effect on heat transport to the 
particle due to particle charging is small (only about 1 percent). 
The effect of particle charging on the heat transport to the 
particle increases with an increase in the far field temperature. 

At T® = 8500 K, the time required for complete melting of the 
particle calculated by our formulation is about 12 percent less 
than that predicted without taking into account the gas ioniza- 
tion. In the quasi-neutral region, as evident from Eq. (21), the 
electron and ion number densities are a direct function of elec- 
tron temperature. As the far-field temperature is increased, the 
extent of the quasi-neutral region increases, the temperature 
gradients near the particle surface and the electron flux to the 
particle surface increase. Therefore, the heat flux to the particle 
surface due to recombination of electrons and ions increases as 
the far-field temperature is increased. Therefore, at higher far- 
field temperatures, the effect of particle charging on the heat 
transport to the particle surface is significant. 

Figure 3 shows the temperature histories for 100 #m radius 
particles of different materials. The dotted lines indicate the 
surface temperature histories obtained without considering gas 
ionization. The thermal diffusivities of nickel and tungsten are 
an order of magnitude greater than that of alumina. Under the 
conditions considered here, the Biot number for alumina is 
about 0.03, whereas the Blot numbers for nickel and tungsten 
particles are less than 0.003. Therefore the temperature nonuni- 
fortuities in alumina particles are significantly greater than those 
in the nickel and tungsten particles. The melting temperature 
of tungsten is considerably greater than that for alumina and 
nickel. It is seen from the transient temperature variations that 
the surface temperature is near or higher than the melting tem- 
perature for most of the particle residence time. This behavior 
agrees well with the surface temperature measurements carried 
out by Vardelle et al. (1988). The electron conductivity is a 
very strong function of temperature. The conductivity of ions 
also increases with temperature. Thus higher surface tempera- 
ture for tungsten leads to an increase in the conduction heat 
flux to the surface from electrons and ions. Thus the effect of 
gas ionization is more pronounced for a tungsten particle than 
that for alumina and nickel. Figure 4 shows the surface tempera- 
ture variations for three different particle sizes. Due to the large 
difference in the time required for melting among these particle 
sizes, it is convenient to plot the temperature variations on a 
log scale. In all these cases the far-field temperature and there- 
fore the Debye length is the same. An increase in the particle 
radius results in a smaller value of the Debye ratio e = ko/rp. 
The electron and ion flux is a function of the Debye ratio e 
(Cohen, 1963; Su and Lam, 1963). This results in an increase 
in the electron and ion flux to the surface and the energy depos- 
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Fig. 3 Temperature variation for alumina, nickel, and tungsten particles. 
Legend: solid lines--surface temperature, . . . . . . . . .  center temper- 
ature, dashed lines--surface temperature solution without considering 
gas ionization, rp = 100 pro, T... = 8500 K, and To = 300 K. 
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Fig. 4 Surface temperature variation for alumina particles of different 
sizes. Legend: solid lines--surface temperature, dashed lines--surface 
temperature solution without considering gas ionization, rp = 100/xm,  
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ited due to recombination. Hence the effect due to particle 
charging is more prominent for larger particles. 

As the particle surface temperature changes, the correspond- 
ing solutions in the plasma are calculated for each time step. 
The behavior of the plasma can be analyzed by considering the 
spatial variations of the electron and ion temperatures and the 
electric potential at a fixed instant of time. The spatial variation 
of the dimensionless electric potential is shown in Fig. 5. These 
variations are obtained for an alumina particle immersed into a 
plasma. Three different values of the plasma temperature are 
considered. In all these cases, the results are plotted for a time 
of t = 0.025 seconds. The electric potential distribution shows 
a gradual variation away from the particle (in the quasi-neutral 
region ~ ~ 0) with a sharp change in the vicinity of the particle 
surface (in the sheath region ~ ~ 1). The electron and ion 
densities in the quasi-neutral region are a strong function of 
the electron temperature. Higher electron temperature results 
in higher electron and ion densities. Therefore, for a particle 
immersed in an ionized gas at higher temperature, the charge 
sheath becomes thinner and the electric potential variation be- 
comes steeper. Figure 6 shows the dimensionless electron tem- 
perature variations for an alumina particle immersed in argon 
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Fig. 5 Variation of dimensionless electric potential at t = 0.025 s. Leg- 
end: solid line--T~ = 8500 K, dashed line--T~ = 7500 K, . . . . . . .  T= = 
6500 K. Alumina particle, r ,  = 100/.tm. 
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plasma for a time of t = 0.025 seconds. In the quasi-neutral 
region, the electron temperature variation is gradual. Large elec- 
tron temperature gradients are present near the particle surface. 
This is due to the strong dependence of electron thermal conduc- 
tivity on temperature. The electron temperature and hence the 
thermal conductivity in the quasi-neutral region is high. The 
electron temperature near the particle surface is low and the 
electron thermal conductivity is small. This results in high tem- 
perature gradients near the particle surface. 

Direct measurements of heat transfer data for stationary parti- 
cles in thermal plasma are not available in the published litera- 
ture. Measurements of the particle surface temperatures have 
been reported for particles moving in a plasma jet (Fincke et 
al., 1990, 1993; Vardelle et al., 1988). The temperature of the 
plasma varies in the jet with location and therefore a direct 
comparison is not possible. Surface temperatures of alumina 
particles of diameters between 45 #m and 90 ,am in a argon 
plasma jet have been measured by Vardelle et al. (1988). Our 
particle temperature predictions for alumina particles are in the 
same range as the measured temperatures. Considering the dif- 
ference in the conditions of the experiments and our model, 
only a qualitative agreement is expected. 

VII Conclusions 

We have considered a spherical particle undergoing heating 
and melting in a thermal plasma. The transports in both the 
plasma and the particle have been simultaneously solved. Tran- 
sient temperature distribution in the particle is determined. Re- 
sults are obtained for particle sizes and materials typically used 
in plasma coating process. It is found that a thin charge sheath 
is present near the particle surface with steep gradients in elec- 
tron and ion densities and temperatures. Most of the plasma 
is quasi-neutral with nearly equal ion and electron densities. 
Inclusion of the gas ionization shows an increase in heat trans- 
port compared to pure conduction. For the particle materials 
considered in this study, the effect of gas ionization and particle 
charging on the heat transport to the particle in an argon plasma 
is very small for far-field temperatures below 6500 K. The 
effects due to particle charging become significant at higher far 
field temperatures. At T= = 8500 K, the time required for com- 
plete melting of a particle calculated using our formulation is 
about 12 percent less than that predicted without considering 
gas ionization. The effects due to particle charging become 
more pronounced with particle size and with an increase in the 
surface temperature. 
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This section contains shorter technical papers. These shorter papers will be subjected to the same review process as that for full papers. 

Thermal  Conductivity of Graphite /  
A luminum and Graphi te /Copper  
Composites 

M. A. Lambert I and L. S. Fletcher 2 

Nomenclature 
f = fiber volume fraction 
k = thermal conductivity, W/InK or Btu/hr-ft2-°F 

Subscripts 
in = in-plane 

long = longitudinal, i.e., parallel to axis of fiber 
m = matrix (almninum alloy 6063 or OFHC copper) 
r = reinforcement (graphite fiber) 

thru = through-plane 
trans = transverse, i.e., transverse to axis of fiber 

Introduction 
Metal matrix composites (MMC's)  may be tailored to pro- 

vide greater strength, stiffness, and thermal conductivity, as 
well as lower density, than nonreinforced, or monolithic, metals. 
Specifically, continuous graphite fiber reinforced aluminum 
(Gr/A1) and copper (Gr/Cu) MMC's are being considered 
(Beasley, 1990) to replace monolithic aluminum and copper 
frames for military standard electronic modules (SEM's) .  Mod- 
ule frames provide structural support and serve as heat sinks 
for the attached electronics. High-conductivity graphite fibers 
increase the conductivity of MMC's in directions parallel to the 
fiber orientations. 

Previous studies of the thermophysical properties of graphite 
and carbon fiber reinforced MMC's include: Kuniya et al. 
(1987), Ellis and McDanels (1991), Gordon et al. (1991), 
Reeves et al. (1991 ), Maass and Makwinski (1992), and Pfeif- 
fer and Tallon (1992). Ellis and McDanels (1991) measured 
in-plane, k,,, and through-plane, k,~,,, thermal conductivity and 
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coefficient of thermal expansion of cross-plied and unidirec- 
tional Gr/Cu. 

Experimental Program 
The kin and kthru for Gr/A1 and Gr/Cu were experimentally 

determined. The ktt,,~ data for Gr/A1 have been previously pre- 
sented by Lambert and Fletcher (1994) and are included here 
for purposes of comparison and completeness. Three-fourths of 
the data, that is, k,, of Gr/A1, as well as kin and k,hro for Gr/Cu 
were determined in the present investigation. 

Both the Gr/A1 and Gr/Cu contain Thornel P130 graphite 
pitch fibers (Amoco Corp.) in a balanced cross-ply ( 0 - 9 0  deg) 
orientation. This particular grade of graphite fiber is employed 
for its high longitudinal conductivity, kr.~o,,g, of 1111 W/InK 
(642 Btu/hr-ft-°F), as reported by Montesano et al. (1992). 
The Gr/A1 and Gr/Cu MMC's have fiber volumes of 42 and 
43 percent, respectively. The aluminum matrix is alloy 6063, 
chosen for its high k, 218 W/InK (126 Btu/hr-ft-°F), in the 
annealed condition. Oxygen-free, high-conductivity (OFHC) 
copper with a k of 380 W/InK (220 Btu/hr-ft-°F) is the other 
matrix. Module frames are presently made from monolithic alu- 
minum alloy 6101-T6 (k = 218 W/inK (126 Btu/hr-ft-°F)) 
and electrolytic tough pitch (ETP) copper (k = 387 W/InK 
(224 Btu/hr-ft-°F)).  The k values for the various alloys were 
taken from the ASM Metals Reference Book ( 1983 ) and Toulou- 
klan and Ho (1972). 

Fabrication of the composite panels began with lay-up of fiber 
bundles into a preform with the desired cross-ply orientation. In 
the case of the Gr/A1, a submicron thick, chemically vapor 
deposited, proprietary coating was applied to the fibers to in- 
crease wettability and prevent them from reacting with the alu- 
minum matrix during casting. The preform was positioned in a 
precision machined steel mold that was coated with a boron 
nitride release agent to facilitate extraction of the composite 
panel after casting. The preform/mold assembly was charged 
with the required quantity of matrix material then placed in a 
pressure casting unit. 

The pressure casting unit was evacuated, after which it was 
heated to melt the matrix, then pressurized with nitrogen to 
ensure full densification of the composite. The heaters were 
turned oft" and an active cold plate was brought in .contact with 
the preform/mold assembly to cool it quickly. Three panels of 
each material were produced, measuring 7.62 × 7.62 cm (3.0 
× 3.0 in.) with thicknesses of 0.254, 0.762, and 1.270 cm (0.1, 
0.3, and 0,5 in., respectively). The MMC thermal test specimens 
were machined from the panels. 

Lambert and Fletcher (1994) describe the experimental facil- 
ity and methods for measuring kin and k,h,.u. Uncertainties were 
computed according to the method of Kline and McClintock 
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Fig. 1 I n - p l a n e  a n d  t h r o u g h - p l a n e  t h e r m a l  conductivity versus t e m p e r a -  
t u re  for graphite P 1 3 0 / a l u m i n u m  6063  w i t h  comparison to selected 6000  
( A I - M g - S i )  se r i es  a l u m i n u m  alloys and pure a l u m i n u m  

(1953) as _+5.5 percent for kthr, and _+9.6 percent for ko, of the 
Gr/A1 and Gr/Cu. 

Results and Discussion 
Figure 1 shows the k~,, and kth,u of the Gr/A1 compared to the 

k values of selected 6000 series ( A 1 - M g - S i )  aluminum alloys 
and pure aluminum. The k~, and kth~, of the Gr/Al are 294 and 
78 W/InK, respectively, which are 135 and 36 percent of the k, 
218 W/inK ( 126 Btu/hr-ft-°F), of the currently used aluminum 
6101-T6 SEM's. This is due to the high axial conductivity, 
k,..~ong, ( 1111 W/InK), and apparently low transverse conductiv- 
ity, kr.t ........ of the graphite fibers. 

Figure 2 illustrates k,, and ktt, n, of the Gr/Cu compared to the 
k values of selected grades of copper. The kl, and k,h~. of Gr/ 
AI are 323 and 32.4 W/mK (187 and 18.7 Btu/hr-ft-°F), re- 
spectively, which are 83 and 8.4 percent of the k, 387 W/InK 
(224 Btu/hr-ft-°F), of the presently used electrolytic tough 
pitch (ETP) copper SEM's. 

According to Clyne and Withers (1993) the kth~t, for a long 
fiber reinforced composite is: 

km(k,.,t .... - k m ) f  
kth,, = k,,, + (1) 

k,,, + (1 - f ) ( k  ....... - k , , , ) / 2  

However, although kr.~o,,g of the graphite fibers is very high 
( 1111 W/InK),  their k,.t ..... is probably quite small, judging from 
the small value of kr, t .... (5.7 W/mK) reported by Touloukian 
and Ha (1972) for graphite in the direction perpendicular to 
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Fig. 2 In-plane and through-plane thermal conductivity versus tempera- 
ture for graphite P 1 3 0 / c o p p e r  O F H C  w i t h  comparison to selected grades 
of copper 

Table 1 Experimental and predicted values of kthru and kin for balanced 
cross-ply (0/90 deg) Gr/AI and Gr/Cu from the present study w i t h  a 
comparison to experimental results for unidirectional (0 degl Gr/Cu w i t h  
a range of fiber volume fractions by Ellis and M c D a n e l s  (1991)  

Presen t  S tudy  E l l i s  & M e D a n e l s  ( 1 9 9 1 )  

G r / A I  0 ° / 9 0  ° f = . 4 2  G r / C u  0 * / 9 0  ° f = . 4 3  e r / C u  0*  E x p e r i -  373  K 
m K  293  ~ 413  K 293  ~ 413  K m e n t  

" Exp. " ~ ' 1 ~ 1 "  Eta" IP'°" ° " .  f = . l ~ l ' = . ~ l e ~ . ~ °  I e=.67 

the hexagonal planes, which are oriented parallel to the axis of 
the graphite fibers. Also, there is probably significant interfacial 
resistance between the fibers and matrix. Thus, the effective 
kr.t .... of the graphite fibers is assumed to equal zero, for which 
kthr. reduces to: 

, , . h . . : , J  1 (2) 
\ 1  + f J  

Because the Gr/A1 and Gr/Cu are balanced cross-ply lami- 
nates, half the fibers (either the 0 or 90 deg plies) were oriented 
parallel to the direction of heat flux for in-plane tests. The 
remainder of the composite, including the other half of the fibers 
oriented perpendicular to the direction of heat flux, is assumed 
to exhibit kthr.. From the rule of mixtures: 

f 
kit, = k r ,  l o n g ( 7  ) - 1 - k l h r u ( l - - f )  ( 3 )  

Substituting values for k , , ,  k,..t . . . . . .  k , . J o n g ,  and fyie lds  the theoreti- 
cal k,h,, and ki,, for Gr/AI and Gr/Cu, which are compared to 
the experimental values in Table 1. 

Assuming kr, t ..... of the fibers is zero, ki,, for Gr/A1 is nearly 
equal to the theoretical value, while kthru for Gr/A1 is moderately 
less than the theoretical value. However, although the ki,, for 
Gr/Cu is slightly less than its theoretical value, kthr, for Gr/Cu 
is only a fraction (~] )  of its predicted value. Recall that the 
graphite fibers used in the Gr/A1 were coated to improve wetta- 
bility, thus allowing full densification. Conversely, the graphite 
fibers used in the Gr/Cu were not coated, and, hence, were not 
completely wetted by the copper matrix, causing porosity. It 
would appear that wetting agents are necessary to obtain the 
maximum possible kin and kthru. 

Also included in Table 1 are experimental values of ki, and 
kthru for unidirectional (0 deg) Gr/Cu for four fiber volume 
fractions obtained by Ellis and McDanels (1991). They em- 
ployed P100 ultra-high-modulus (UHM) graphite pitch fibers 
(American Cyanamid Co.) in a pure copper matrix. Their re- 
ported ki ,  increases only slightly with increasing fiber volume 
fraction and is only marginally greater than the k of pure copper 
(401 W/InK (232 Btu/hr-ft2-°F))i This suggests that kr.long of 
P100 graphite fibers is not considerably greater than the k of 
copper. If their experimental kth~, values for f = 0.35 and f = 
0.50, 174 and 115 W/mK, respectively, are interpolated for f 
= 0.43 (the value of f f o r  Gr/Cu in the present investigation), 
the result is 143 W/InK, which is only 5.3 percent less than the 
theoretical kth,~ (151 W/InK) for Gr/Cu in the present study. 
Thus, it would appear that the effective kr.t ...... of PI00 graphite 
fibers is also negligibly small, as is the effective kr,, . . . .  for P130 
graphite fibers. 
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Conditionally Sampled Turbulent 
Prandtl Number in the Outer Region 
of a Turbulent Boundary Layer 

D. E. Wroblewski  1 

Introduction 
Much of the interest in turbulent Prandtl number models for 

boundary-layer flows has concentrated on the near-wall region, 
since predictions of wall heat transfer are most sensitive to near- 
wall transport. Reviews of turbulent Prandtl number data and 
modeling approaches were provided by Kays (1994), Reynolds 
(1975), Kestin and Richardson (1963), and Launder (1976). 
Despite the critical need for near-wall models, an understanding 
of the behavior of Pr, in the outer region of the boundary layer 
may help to illuminate mechanisms of passive-scalar transport 
associated with large-scale mixing. This may be directly appli- 
cable to flows in which passive contaminants are introduced in 
the outer layer of boundary-layer flows, and indirectly relevant 
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to transport processes in free-shear turbulent flows such as jets 
and wakes. 

Studies of turbulent Prandtl number in air flow have been 
carried out by, among others, Kays (1994), Johnson (1959), 
Simpson et al. (1970), Subramanian and Antonia (1984), Gib- 
son and Verriopoulos (1984), Blair and Bennett (1987), Wro- 
blewski and Eibeck ( 1991 ), and Kim et al. (1992). These have 
shown Pr, is generally between 0.8 and 1.2 for y / 6  < 0.6, with 
values between 0.86 to 0.9 often chosen for simulations in 
which Pr, is assumed constant. A majority of the investigations 
also indicated a decrease in Pr, for y / 6  > 0.6. Although this 
behavior is sometimes ignored due to experimental uncertainty, 
typically Pr, 2 0.2 or higher, the prevalence of this drop in 
recent experimental and numerical studies suggests otherwise. 

The experimentally observed decrease in turbulent Prandtl 
number was matched using a combined diffusion-convection 
model for the Reynolds heat flux (Simpson et al., 1970). The 
heat-flux model included both gradient transport, due to small- 
scale eddy mixing, and convective transport, due to larger-scale 
eddy mixing, while momentum transport was modeled as gradi- 
ent transport only: 

or 
- - ~  = •m ~y Vj, Oh; -u--~ = e,,, Oy ' 

_ _  OT 
b l l ) - -  

Oy e,,, 
P5 - - -  - ( 1 ) 

vO cg_U c,. - VhOJ(OTlOy)  

Oy 

where Vh is a convection velocity, Oh is some characteristic 
temperature scale, and the overbar denotes time averaging. Note 
that the diffusive component was assumed to be governed by 
the same diffusivity for both heat and momentum, e,,. In 
applying this model, Simpson et al. (1970) assumed that 0h 
was related to the mean temperature gradient through a mixing 
length, 0h = I I OT/Oyl ,  so that overall heat transport was still 
governed by gradient diffusion. According to Reynolds ( 1975 ), 
it is unlikely that bulk convection, occurring over large length 
scales, can be adequately represented by gradient diffusion. 
This paper describes an analysis involving the use of Eq. ( 1 ) 
(Simpson et al., 1970) to match experimental data, without 
retaining the mixing length approach for the convective trans- 
port component, VhOh. The objective of this effort was to further 
illuminate the roll of large-scale convective transport in the 
wake region of a boundary layer. 

Conditional Sampling 
In intermittent regions of the boundary layer, conventional 

time-mean quantities include contributions from the nonturbu- 
lent, free-stream flow, as well as the turbulent flow inside the 
boundary layer. Conditional sampling with zone averaging was 
employed to isolate the turbulent zone contributions. For exam- 
ple, the turbulent zone average (denoted by the tz subscript) 
for the temperature was found from 

L 1 fie = - -  r ( t ) l ( t ) d t  (2) 
,yt r 

where tp is a sampling period, I ( t )  = 1 in the turbulent zone 
and I ( t )  = 0 in the free stream, and 3' is the time-mean value 
of I ( t ) .  Turbulence quantities, such as the Reynolds stresses 
and heat fluxes, were determined based on the zone averages, 
e.g., Otz(t) = T ( t )  - Ttz. 

The temperature signal was used to determine the internfit- 
tency, since, compared to the velocity signal, it presented a 
clearer indication of the turbulent/non-turbulent interface (An- 
tonia and Browne, 1987). The resulting intermittency was used 
for conditional averaging the velocity as well as the temperature. 
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Eddy diffusivity for heat, eh, and eddy viscosity, ~m: conventional Fig. 1 
average (en, era) and turbulent-zone average (en,~, era,=). Error bars repre- 
sent uncertainty (95 percent confidence). Lines are calculations based 
on Eq. ( I ) .  

A simple threshold level approach was employed here to deter- 
mine the intermittency: 

T(t)-<T=+k,;  l ( t )=O;  T ( t ) > T = + k t ;  l ( t ) =  1 (3) 

where k, is the threshold level and T= is the free-stream tempera- 
ture. The threshold level was set to twice the rms level of free- 
stream fluctuations, which were due to signal nois._~ and not 
actual temperature fluctuations. Calculated values of vO,~ showed 
some sensitivity to the choice of k,, with variations of _+7 per- 
cent when k, was varied over a range from one-half to twice 
the chosen level. This sensitivity, along with the smaller sensi- 
tivities calculated for fi~,~, T,~, and O,~, were incorporated into 
the uncertainty analysis. A more detailed discussion of the con- 
ditional sampling, along with comparisons of the intermittency 
results with standard models, is provided by Wroblewski 
(1994). 

Resul ts  

The experimental data considered here were obtained in the 
U.C. Berkeley Convective Boundary Layer Facility, featuring 
a constant area cross section (slight favorable pressure gradient) 
and a constant-heat-flux boundary condition. Details of the facil- 
ity and instrumentation system can be found from Wroblewski 
and Eibeck (1991). Operating conditions and general features 
of the momentum and thermal boundary layers at the two 
streamwise locations studied were as follows: location, 1.89 
and 2.65 m from the test section entrance; free-stream velocity, 
U~, 10.45 and 10.55 m/s; Reynolds numbers, Rex, 1.29 × 106 
and 1.81 × 106; momentum thickness Reynolds number, 
Re6~, 2620 and 3340; 0.99 momentum-boundary-layer thick- 
ness, 3.4 and 4.4 cm; wall heat flux, 350 W/m 2, temperature 
difference between wall and free stream, 15.0 and 15.6°C. 

Eddy diffusivity and eddy viscosity were calculated from 
simultaneous measurements of velocity and temperature, ob- 
tained with a triple-wire, heat-flux probe. The probe consisted 
of a standard X-wire, for two-component velocity measure- 
ments, with a constant-current cold wire, used to measure tem- 
perature, placed between the two X-wire sensors. To calculate 
Cm = - - ~ / ( 0 0 / 0 y )  from the measured experimental values, 
OlO/Oy was found from an equation of the form O/U~ = C(y/  
6)", which was used to fit the measured data. A similar ap- 
proach was used for Oh, C,,,.,~, and eh.,~. 

Conventional values of ~m and eh exhibited peak levels near 
y/6 = 0.5, and a drop toward zero as the outer edge of the 
boundary layer was approached (Fig. 1 ). Turbulent zone aver- 
ages of the eddy viscosity approached an approximately con- 
stant level for y/6 > 0.7. In contrast, eh.,z increased significantly 
in the intermittent region (Fig. 1 ). Values of Pr,,, z (=em.,z/eh.tz) 
are lower than conventionally averaged Pr, (Fig. 2), dropping 
to 0.15 at the boundary-layer edge. Antonia and Browne (1987) 
have observed similar trends in wakes, which is not surprising, 
since the outer region of the boundary layer is quite similar to 
boundary-free shear flows that are also governed by wakelike 
mechanisms, i.e., large eddies that scale on the overall turbulent- 
zone thickness. 

In using Eq. (1) to fit the experimental heat-flux values, it 
was assumed that the convective component of the turbulent 
heat flux was uniform over a region that scaled on the size of 
the large eddies responsible for the transport; i.e., VhOh should 
be constant in the intermittent region of the boundary layer. 

A bulk convection velocity, based on the tra_~port of tem- 
p_~ature fluctuations, was used for Vh: V~ = v02/O 2, where 
vO 2 is a triple velocity-temperature product. Vc is similar to a 
convection velocity defined by Bradshaw et al. (1967), based 
on transport of turbulent kinetic energy, and used for modeling 
triple products in second-order-closure turbulence models. Its 
use here as the characteristic convection velocity in a diffusion- 
convection model of heat transport follows the approach of 
Simpson et al. (1970), and is based on the premise that all 
scalar properties are transported by analogous mechanisms. 

Figure 3 shows that conventionally averaged values of V~ 
continually increase throughout the boundary layer, similar to 
trends for V~ calculated using the kinetic energy (Bradshaw et 
al., 1967). In contrast, Vc.,z is nearly constant for y/6 > 0.7, 
providing some support to the premise that convective transport 
due to large-scale eddy motions is approximately constant 
across the intermittent region of the boundary layer. Based on 
the data in Fig. 3, average values for y/6 > 0.7 are V,.tJU= = 
0.011 for Re62 = 2620 and Vc.,z/U= = 0.012 for Re62 = 3340. 

To determine a proper value of the temperatur e scale, Eq. 
( 1 ) can be used along with measured values of Ch.,~, e,,,,t~, 0T, z/ 
Oy, and the average values of V~.t~ given above, to find the 
value for Oh that best fits the data. This analysis revealed 0h/ 
AT, z = 0.28 for Re62 = 2260 and Oh/AT~z = 0.29 for Re62 = 
3340, where AT~ = T,~ (y = 6) - T~ is a temperature scale 
characteristic of the intermittent region (ATJ[Tw - T~] = 

2.0 

1.5 

R%2= 3340 Res2= 2620 

• Prt,tz • Prt,tz 

o Pr t V Pr t 

- -  Eqn. 1 . . . .  Eqn. 1 
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Fig. 2 Turbulent Prandtl number: conventional average (Prt) and turbu- 
lent-zone average (Prt,u). Error bars represent uncertainty (95 percent 
confidence). Lines are calculations based on Eq. (1). 
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Fig. 3 Bulk convection velocity: conventional average (V~I and turbu- 
lent-zone averages (V~,=). Error bars represent uncertainty (95 percent 
confidence).  Lines are r~ean of turbulent-zone-average values for y/8 
> 0,7. 

0.042 for Reel = 2260 and 0.045 for Ree~ = 3340) .  Using these 
values for 0h, eh.~z and Prt.,z were calculated from Eq. ( 1 ), with 
results compared to measurements in Figs. 1 and 2. Calculated 
values of  Pr,.~ matched experimental values within ± 0.04 (stan- 
dard deviation = 0 . 0 3 ) f o r  y/6 > 0.7. 

An inherent difficulty in measuring the turbulent Prandtl 
number is a high degree of  uncertainty. Use of  turbulent zone 
averaging tended to exacerbate the problem, since 0T,~/03, < 
07Y/Oy. Uncertainties, shown in each figure, were determined 
using the method described by Moffat (1988) ,  and are discussed 
by Wroblewski and Eibeck (1991)  for conventional values. 
For conditional averages, additional analysis was performed to 
determine the extent of  propagation of  uncertainties associated 
with the parameters in the equation used to fit the mean tempera- 
tnre and velocity, as well  as sensitivities to the choice o f  thresh- 
old level. The uncertainties suggest that Pr,.tz may not decrease 
as strongly as indicated by the data (Fig. 2) and the fine detail 
provided by the diffusion-convection model may be unwar- 
ranted. The true test of  the generality of  the concepts discussed 
here wil l  be confirmation with experimental data obtained in 
other facilities. 

C o n c l u s i o n s  

A composite model,  with a diffusive and convective compo- 
nent, was used to analyze the turbulent zone-averaged eddy 
diffusivity and turbulent Prandtl number in a turbulent boundary 
layer. The hypothesis that the convective component was uni- 
form across the outer region of  the boundary layer (y/6 > 0.75) 
was consistent with measured data. 
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The Conjugate Graetz Problem With 
Axial Conduction 

X. Y i n  I a n d  H.  H.  B a u  1 

N o m e n c l a t u r e  

H, h = conduit's outer radius (half-width) 
Hc = conduit's inner radius (half-width) 

k = thermal conductivity 
Q = heat flux 
T = temperature 
u = velocity profile 
y = a coordinate perpendicular to the flow direction 
z = axial coordinate 
0 = nondimensional temperature 

Subscripts  

0 = entrance conditions 
f = fluid 
s = solid 

w = wall 

Department of Mechanical Engineering and Applied Mechanics, University 
of Pennsylvania, Philadelphia, PA 19104-6315. 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY OF ME- 
CHANICAL ENGINEERS. Manuscript received by the Heat Transfer Division May 
1995; revision received February 1996. Keywords: Conduction, Conjugate Heat 
Transfer. Associate Technical Editor: T. Bergman. 

482 / Vol. 116, MAY 1996 Transactions of the ASME 

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1 Introduction 

The problem of heat transfer from fluids flowing in conduits 
(the Graetz problem) is of importance in many technological 
processes and has been studied extensively in studies dating 
back to Graetz (1885). The classical Graetz problem neglects 
axial conduction and considers forced convection heat transfer 
in a fluid flowing in conduits of various cross-sectional geome- 
tries subject to various peripheral boundary conditions imposed 
at the fluid's boundary. The pertinent literature is summarized 
in excellent compendiums by Shah and London (1978) and 
Shah and Bhatti (1987). Studies by Mori et al. (1974, 1976) 
and Guedes and Ozi~ik (1992) have taken into account axial 
conduction in the solid but not in the fluid. 

Our study is motivated by recent investigations of heat trans- 
fer in microheat exchangers fabricated on silicon wafers (i.e., 
Weisberg et al., 1992; Yin and Bau, 1995). Flows in these 
microheat exchangers are characterized by small Peclet num- 
bers, and the area of a solid's cross section perpendicular to the 
direction of such flows may be as large as or larger than the 
cross-sectional area available to the flow itself. Thus, axial con- 
duction effects may be important in microheat exchangers. The 
objective of this paper is to assess the importance of axial heat 
conduction in both the solid and the liquid. To this end, we 
studied slug and Poiseuille flows between parallel plates and in 
circular cylinders. The energy equation was solved simultane- 
ously in the fluid and the solid regions. Uniform temperature 
(case I) and uniform flux (case II) boundary conditions were 
imposed on the external solid surface. The equations were 
solved utilizing eigenfunction expansions. Various properties 
of the mathematical problem were proved by Yin (1995) hut 
are not presented here. 

2 The Mathematical Model 

We consider velocity-wise, fully developed flow between two 
parallel, semi-infinite plates (m = 0) distance 2Hc apart as well 
as inside a semi-infinite, circular pipe (m = 1 ) of radius Hc. 
The solid wall thickness is (H - H~). Dimensional and nondi- 
mensional quantities are denoted, respectively, with upper and 
lower case letters. Two different velocity profiles, Poiseuille 
and uniform (slug), are considered: 

{ 1 for slug flow ( O < y <  1) 

u ( y ) =  ( 1 - y  2) for Poiseuille flow 
0 (1 < y < h ) .  

(i) 

The velocity is normalized with the center line speed, Um,~. y 
is the nondimensional coordinate normal to the direction of the 
flow. Hc is the length scale. 

The energy equation, 

OOi_ 1 O ( OOi~ 1 020i 
u(y) Oz ym Oy ym + _ _ _ _ ,  Oy ] Pe 20z  z 

(0 < y  < h, 0 < z < oo), (2) 

takes into account axial conduction in both the fluid and the 
solid. In the equation above, O~(y, z) is the nondimensional 
temperature; and the subscripts i = f and i = s refer, respec- 
tively, to the fluid and the solid. The nondimensional axial 
coordinate, z, is normalized with H~Pe. Pe = Um,~H~/c 9 is the 
Peclet number and a I is the fluid's thermal diffusivity. Although 
viscous dissipation was not included in Eq. (2), if so desired, 
the viscous dissipation's contribution to the temperature field 
can be separately computed and superposed on the results pre- 
sented here. 

Table 1 Case II--uniform flux boundary conditionlexpressions for 
f(z) and gi(Y) 

f(z) 

gf(Y) 

gs(Y) 

Planar slug Planar Polseuille Pipe slug flow Pipe Poisenille 

f l o w  f l o w  flow 
3 z ~z 2hz 4hz 

I 2 1+ kj 3 2 I 4 k[ 5 ~ y - ~  ~. ~ y - ~ y  + ~ - - ~  ;(y2-1) h() 3 - ~ y ) - ~ h l  ,'~ 3 

~_y k: k I ~ y kl hen(y) --hgn(),) 
k, k 

• The thermal boundary and interfacial conditions are: 

0 = OOf(O, z) = Of(l, z) - Os(1, z) 
Oy 

_ OOf(1, z )  k, 00,,(1, z )  

ay kf ay 

I O,.(h, z) (case I) 

= aO,(h, z) ks (case II). (3) 
Oy k, 

In case I, the nondimensional temperature is defined as 01 = 
(Ti - T,v)/(Tr - Tw), where Tw is the dimensional temperature 
at y = h and T,. is the maximum value of the entrance tempera- 
ture at z = 0. Consequently, 0 < 0i < 1. In case II, 0~ = ki(Ti 
- T,.)/QwH,., where Qw is the uniform flux at y = h. ks and/9 
denote, respectively, the thermal conductivities of the solid and 
the fluid. The temperature distribution at the channel's entrance 
is given by: 0i.~(y, O) = Oo(y). 

We seek a solution of the form: 

Oi (y, Z) 

= ~ C,,qbi.,,(y) exp(-h,,z) +f(z )  + g~(y) + Co (4) 
n=l 

with h,, > 0. In case I , f (z )  = gi(Y) = Co ~ O. In case II, the 
corresponding values o f f ( z )  and gi (y) are specified in Table 
1 and Co must be evaluated from initial conditions. Without 
loss of generality, we set f ( 0 )  = 0. Note that due to the negative 
exponents in Eq. (4), the series converges rapidly for z > 0. 

We require that ~b,, satisfy the eigenvalue problem: 

{ ~ y  (ym~y)  +h,,(Ui +p-~eS)}49,,,=O. (5) 

The boundary and interfacial conditions are the homogeneous 
version of Eq. (3). 

For Pe ~ ~,  Eq. (5) reduces to the classical Graetz problem 
(without axial conduction). For Pe < ~,  Eq. (5) with the 
boundary conditions (3) is not a Sturm-Liouville problem since 
the eigenvalue (h,) appears nonlinearly. Yin (1995) showed 
that the eigenvalues h,, are real, their magnitude is smaller than 
those of the corresponding eigenvalues in the classical Graetz 
problem, and k,, are a minimum of a variational problem. We 
calculate the first few eigenpairs using the Prfifer transformation 
(Birkhoff and Rota, 1978) and a shooting technique. 

Once the eigenfunctions were computed, the coefficients C, 
are evaluated by satisfying the initial condition at z = 0. Unfor- 
tunately, the orthogonality conditions, which are satisfied by 
the eigenfunctions, cannot be used to calculate the coefficients 
C, and Co in Eq. (4) since their use requires knowledge of 
both the temperature and heat-flux distributions at z = 0. This 
information is not usually available to us. Instead at z = 0, we 
required Eq. (4) to be satisfied in the sense of weighted residu- 
als. We multiply Eq. (7) by weighing functions (Xp(Y)) and 
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Fig. 1 The temperatures at z = 0 (the line without symbols) and 0.2 (the 
lines with symbols) are depicted as functions of y for pipe Poiseuille 
f low. Case I. {h ,  k s / k t }  = {2, 1} (tr iangles), {1.2, 243} (squares), and {1.2, 
1} (circles). Pe = 5. Solid and dashed lines correspond, respectively, 
to cases when axial conduction is accounted for and those when it is 
neglected. 

integrate over the domain (0 < y < h) to obtain an infinite set 
of algebraic equations for the coefficients C,: 

B,, = Y~ C,G,,, ( 0 - < p <  oo), (6) 
n=O 

where B, = f2 ym(Oo(y) -- g ( y ) ) x p ( y ) d y  and Gp., = 
f~' qb, (y)xp(y)ymdy.  Typically, we choose Xp(Y) = bp(Y) for 
p > 0 and Xo(Y) = 1; but these are not the only possible 
choices. 

Next, we truncate the resulting infinite set of equations at n 
= N and solve the truncated equations. The level of truncation 
is determined by requiring that I ( c ?  +') - cNN))/cf~>[ < el 

N 

and f~' (Z C, ch,(y) + f ( z )  + g (y )  + Co - Oo(y))Zdy < et, 
1 

where typically ea ~ 10 -4. 
For small z, the rate of convergence of the series (4) depends 

on the smoothness of the inlet temperature profile. Unrealistic, 
discontinuous profiles give rise to the Gibbs phenomenon and 
slow convergence. For smooth inlet temperature distributions 
such as Oo(y) = sin ((7r/2)(1 - y / h ) ) ,  a few terms (N < 20) 
in the series are sufficient to satisfy the convergence criteria. 
As z increases, due to the rapid decay of exponential terms, 
only a very few terms are required to obtain an accurate descrip- 
tion of the temperature field. 

It is convenient to summarize the results in terms of the local 
Nusselt number at the outer surface: 

-2k, hmo ', (h, z) 
N U h ( Z )  = ( 7 )  

kj(Ob(z) - O(h, z))  

The bulk temperature is: 

'ia Oh(z) = ~ uO(y, z )dA  = B Oz(y, Z)u(y)ymdy .  

1 
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Fig. 2 The centerline temperature is depicted as a function of zPe for 
pipe Poiseuille flow. Case I. Pe = 5. Inverted triangles, upright triangles, 
circles, and squares, represent, respectively, {h, k, lkt} = {2, 1}, {2, 243}, 
{1.2, 1}, and {1.2, 243}. The solid and dashed lines correspond, respec- 
tively, to cases when axial conduction is accounted for and cases when 
it is neglected. 

1 x~ ,/,,., } 
2hi Pe2 q5~.1(1) > 2kl (9) 

Nu.,~ : -~ -  1 + x~ ,~s,-5 -~-' 
pe2 4}.,(1) 

where 49t,, = f2 y"c~¢,~(y)dy and 4),,1 = f~ Ym4'.,,~(y)dy. In the 
classical Graetz problem (without axial conduction), the in- 
equality in Eq. (9) should be replaced with an equality. For 
case II, to the leading order, the large z values for the Nusselt 
number are identical to the same values in the absence of axial 
conduction, 

When axial conduction is accounted for, the asymptotic Nus- 
selt number is larger than when axial conduction is neglected. 
For large Peclet numbers and slug flow, perturbation theory 
shows that NU~,wi th  axial conduction = Nu/~,without axial conduction + Pe 2 N 1 ,  

where Nl > 0 (Yin, 1995). 

3 Results  and Discuss ion 
In this section, we present a sample of our results. Due to 

space limitations, results are given only for Poiseuille flow in 
circular conduits, for case I, and for solid-l iquid conductivity 
ratios kf lk  s = 1 and 243. The latter corresponds to water flow 
in a silicon conduit. In all the figures, we compared our results 
for the generalized, conjugate Graetz problem (solid lines) with 
results (dashed lines ) obtained for the classical conjugate Graetz 
problem without axial conduction. 

Figure 1 depicts the temperature profiles, O(y, O) (inlet, lines 
without symbols) and O(y, 0.2) as functions of y for {h, 
kfllkf} = {1.2, 1} (circles), {1.2, 243} (squares), and {2, 1} 
(triangles), Pc = 5. The thicker wall (h = 2) introduces a 
higher thermal resistance between the fluid and the ambient 
than the thinner wall (h = 1.2) does, thus resulting in higher 

Table 2 Asymptotic values for the Nusselt numbers in circular pipe f low 
( 8 ) with Pe = 5 

For planar slug and Poiseuille flows, B = 1 and B = 3/2, 
respectively. For slug and Poiseuille flows in circular pipes, B 
= 2 and B = 4, respectively. 

In general, the Nusselt number Nuh(z) depends on the initial 
conditions. Often one is interested in the fully developed Nusselt 
number, Nuh~. For case I, 

~..~/J-I h ~ With axial Without  

conduct ion axial 

conduct ion 

l 1.2 Nut, 2.9686 2.8397 

2 Nuh 1.8621 1.6867 

243 1.2 NUh 3.8567 3.6527 

2 Nu h 7.0152 [ 3.6412 
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Fig. 3 The Nusselt number at the outer surface (Nun) is depicted as a 
function ofzPe for pipe Poiseuille f l o w .  h = 2, P e  = 5, k,/kf = 243 (upright 
triangles}, and ks/kr = 1 (inverted triangles). Case I. The solid and 
dashed lines correspond, respectively, to cases when axial conduction 
is accounted for and cases when it is neglected. 

temperatures in the fluid. In the case of kflkj. = 243, the solid's 
temperature is almost isothermal due to the solid's high thermal 
conductivity. Because of this conductivity, the solid offers less 
thermal resistance to heat losses from the fluid to the ambient, 
as reflected by the lower temperatures in the case of k , / k  i = 
243 than in the case of ks/kj = 1. A comparison of the solid 
and dashed lines indicates that at zPe = 1, axial conduction 
plays a significant role, increasing the centerline temperature 
by more than 30 percent above the case without axial conduction 
(h = 1.2, k,/k~ = 243). 

Figure 2 depicts the centerline temperature 0(0, z) as a func- 
tion of the axial coordinate zPe for Pe = 5, h = 1.2, h = 2, 
kf lkf  = 1, and ks/k I = 243. The temperature decays most slowly 
(rapidly) for the case o f k f l k r  = 1, h = 2 (k f lk f  = 243, h = 1.2) 
since this case offers the largest (smallest) thermal resistance 
between the fluid and the ambient. The effects of axial conduc- 
tion diminish in importance as zPe increases. 

Figure 3 depicts the Nusselt number at the outer surface, 
Nuh(z), as a function of the axial coordinate, zPe, for Pe = 5, 
h = 2, and kf lk  I = 1 (inverted triangles) and 243 (triangles). 
As z increases, the Nu numbers approach the asymptotic values 
we list in Table 2. When axial conduction is accounted for, the 
thermal development length is longer than when axial conduc- 
tion is neglected. This is consistent with the eigenvalues of the 
generalized problem (with axial conduction) being smaller than 
the corresponding eigenvalues of the classical problem. 

4 Conclusions 
In this paper, we studied the generalized conjugate Graetz 

problem (with axial conduction). As expected, axial conduction 
plays an important role at the entrance region. As the distance 
from the entrance increases, the role of axial conduction dimin- 
ishes. In the case of uniform temperature wall conditions, the 
asymptotic (large zPe) Nusselt numbers accounting for axial 
conduction are consistently larger than those obtained neglect- 
ing axial conduction. The omission of axial conduction in the 
uniform temperature and heat flux cases leads, respectively, to 
under and overestimation of the temperature field in the en- 
trance's vicinity. Omission of axial conduction also leads to an 
underestimation of the development length. 

The analytic solutions produced in this paper are useful for 
obtaining fully developed Nusselt numbers and for verifying 
computer codes. For the latter purpose, it would be convenient 
to use initial conditions that are proportional to the first eigen- 
function or a combination of a few eigenfunctions. When doing 

so, one obtains an exact, closed-form solution for the general- 
ized Graetz problem. 
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Heat Transfer and Fluid Mechanics 
Measurements for the Endwall 
Boundary Layer Downstream 
of a Streamlined Strut 

D. A. T y s z k a  i and  D. E. W r o b l e w s k i  2'3 

Introduction 
Past studies involving simplified strut-wall intersections fall 

into two categories: studies of "bluff-body" strut geometries 
and studies with streamlined struts. Past studies with bluff-body 
strut shapes (i.e., circular cylinders, tapered cylinders, prismatic 
bodies, etc.) have addressed endwall-boundary-layer fluid me- 
chanics (Baker, 1979; Eibeck, 1990; Eibeck and Barland, 
1993), endwall heat transfer (Fisher and Eibeck, 1990), or 
both fluid mechanics and heat transfer (Wroblewski and Eibeck, 
1992; Pauley, 1993). Past studies involving streamlined strut 
shapes (i.e., NACA airfoils and airfoil-like bodies) have ad- 
dressed only fluid mechanics without coverage of heat transfer 
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/ span = 36 cm. ~ measurement plane 

Ue= 9 m/s i tma x = 3.73 cm. /.-~¢/25 1 - -  

._ I # , ~  . . . . . . . . . .  ~ 

Z W X,U 
unheated starting length 

boundary-layer trip (all dimensions in cm.) 

Fig. 1 Exper imenta l  se tup  

(Mehta, 1984; Rood, 1984; Merati et al., 1988). To the authors' 
knowledge, the current study is the first investigation of its kind 
to address both heat transfer and fluid mechanics for the endwall 
boundary layer downstream of a streamlined strut. 

Two flow effects typically dominate near-wall flows down- 
stream of strut-wall intersections: streamwise vorticity and the 
turbulent wake. Researchers in this field currently disagree on 
the relative importance of these two effects to endwall heat 
transfer. By investigating a strut geometry for which wake ef- 
fects were minimized, but streamwise vorticity was still present, 
the current stud.y attempted to address the question of which 
effect is more important to endwall heat transfer. 

E x p e r i m e n t a l  M e t h o d  

The current study was conducted in the Boston University 
boundary layer wind tunnel using the experimental setup shown 
in Fig. 1. The test setup consisted of a flat-plate unheated start- 
ing length followed by a region of uniform heat flux (produced 
by a pair of electrical resistance heaters). A NACA 634-021 
airfoil was mounted perpendicular to the plate and at zero inci- 
dence to the flow. The airfoil's trailing edge coincided with the 
start of heating while its plane of symmetry coincided with the 
plane z = 0. 

For all tests in the current study, the wind tunnel free-stream 
velocity, U,, was approximately 9 m/s, and Reoho~d (Reynolds 
number based on airfoil chord and U~) was approximately 105. 
For these flow conditions, re~6 (the ratio of strut leading-edge 
radius to flat-plate velocity-boundary-layer thickness at airfoil 
leading edge) was approximately 0.19. Per Rood (1984) and 
Mehta (1984), this condition should have produced a relatively 
weak, diffuse horseshoe vortex. Also, due to the streamlined 
shape of the airfoil, the wake region should have been relatively 
weak. 

Five-hole directional pressure probe velocity-boundary-layer 
measurements, cold-wire anemometer thermal-boundary mea- 
surements, and endwall-heat-transfer measurements were taken 
across y - z  planes located approximately 1.4 and 4.3 chord 
lengths downstream of the airfoil trailing edge. Due to space 
limitations, only the 1.4 chord results are presented in this arti- 
cle. Results for the 4.3 chord cases, as well as detailed descrip- 
tions of instrumentation, data acquisition systems, and data re- 
duction methods used during this study are contained in the 
work by Tyszka and Wroblewski (1994). Estimated 95 percent 
confidence experimental uncertainties for the results presented 
in this article were calculated using the method described by 
Moffat (1988) and are reported in the captions of the appro- 
priate figures. 

R e s u l t s  a n d  D i s c u s s i o n  

Figures 2 and 3 present measurements of the velocity bound- 
ary layer. The vector plot of mean secondary velocity, (v 2 + 
W 2 )  1 / 2 ,  shown in Fig. 2 reveals the presence of weak organized 
vorticity whose sense and location are consistent with those of 
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Fig. 2 Mean secondaw velocity vectors, vj + w k  across 1.5 chord length 
d o w n s t r e a m  m e a s u r e m e n t  plane.  Re~ho,a = 9 .82  × 104.  Uncer ta in ty  in v, 
w = _+8.9 percent Uo. 

a horseshoe vortex leg located some distance above the wall. 
Contours of normalized mean streamwise velocity, u~ U~, shown 
in  Fig. 3, reveal the narrow wake region, which appears as a 
symmetrically shaped local deficit in streamwise velocity cen- 
tered at Z/tmax = 0 and spanning a region approximately equal 
to the airfoil maximum thickness, tm,x. Effects of the weak 
horseshoe vortex noted in Fig. 2 are visible in Fig. 3 near Z/tm,x 
= _+0.5 and z l t  . . . .  - ~  2, where normalized streamwise velocity 
contours are locally distorted. Near z/tm,x = ±0.5, several con- 
tours in Fig. 3 dip toward the wall slightly. This local velocity- 
boundary-layer thinning is probably a result of the weak in- 
tervortex downflow visible in Fig. 2 near Z/tm,× = 0. Near z~ 
tm,x = 2, several contours in Fig. 3 move away from the wall 
slightly, locally thickening the velocity boundary layer. We note 
that Z/tmax = 2 corresponds approximately to the location of a 
weak vortex-induced upflow in Fig. 2. 

Figures 4 and 5 present measurements of the thermal bound- 
ary layer. From Fig. 4, which shows contours of normalized 
mean temperature, (Tw - T)I (Tw - 75) (note: Tw is spanwise 
average wall temperature, T is local mean air temperature, and 
75 is free-stream air temperature), it is apparent that the thermal 
boundary layer is also distorted by the presence of the airfoil. 
The thermal boundary layer is locally thinned over - 1  < z / t  . . . . .  
< + 1 (which roughly coincides with the wake and intervortex 
downflow regions noted in the velocity-boundary-layer results), 

 .or- / / l l \ - 

i;:Y 

o 
-1 0 1 2 3 

Z / tmax 

Fig, 3 C o n t o u r s  of normal i zed  m e a n  s t r e a m w i s e  velocity,  ulUo a c r o s s  
1.5 chord  length d o w n s t r e a m  m e a s u r e m e n t  plane.  Reohora = 9 .82  × 104. 
Uncer ta in ty  in u/Ue = _+0.059. 
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Fig. 4 C o n t o u r s  of  norma l i zed  m e a n  t e m p e r a t u r e ,  (Tw - T)I(Tw - T.) 
a c r o s s  1.4 chord  length  d o w n s t r e a m  m e a s u r e m e n t  plane.  R e c h o r a  = 1.11 
× 10 6. 

and locally thickened over the region +1 < z / t  .... < +2.4 
(which roughly lines up with the horseshoe vortex-induced up- 
flow visible in Fig. 2). 

It should be emphasized that distortions of the velocity and 
thermal boundary layers noted in Figs. 3 and 4 are only present 
,far above the wall  The near-wall structures of these boundary 
layers are not significantly different from those of simple fiat- 
plate boundary layers. This finding has particular significance 
in interpretations of endwall-heat-transfer results. 

Figure 5 shows localized distortions of normalized fluctuating 
temperature contours, 0'/(T,v - T,), where 0'  is the root-mean- 
square of the local air temperature fluctuations. If enhanced 
turbulent mixing in the near-wall wake was significant for the 
flow of interest, there should be a peak in the fluctuating temper- 
ature contours over -0 .5 < Z/tmax < +0.5. Since such a peak 
does not occur (in fact, there is a local trough in this region), 
wake-related effects are likely unimportant for the subject near- 
wall flow. 

Figure 6 gives endwall-heat-transfer results as ratios of local 
wall Stanton numbers for cases with and without the airfoil. 
From Fig. 6, it is apparent that endwall heat transfer with the 
NACA 634-021 airfoil in place differs by no more than 3 percent 
from that of the corresponding fiat-plate-only case. This result 
is somewhat surprising, since significant localized downstream 
endwall-heat-transfer enhancement has been observed by others 
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for bluff  body struts. The lack of significant enhancement in the 
current study is explained by two observations from the velocity 
and thermal boundary-layer results. First, boundary-layer distor- 
tions caused by the horseshoe vortex and wake only occur far  
above the wall. Second, the wake is weak and does not seem 
to influence turbulence levels significantly n ear the wall. 

Summary/Conclus ions  
Endwall heat transfer downstream of a simple strut-wall 

intersection featuring a NACA 634-021 airfoil is not signifi- 
cantly different from that of the corresponding fiat-plate-only 
case. This lack of significant endwall-heat-transfer enhancement 
occurs in the presence of a weak horseshoe vortex and a weak 
wake, which both cause localized distortions of the velocity and 
thermal boundary layers in the outer regions of these layers, 
but not near the wall. 

When considered with results from previous studies by others 
of bluff-body struts (Pauley, 1993; Wroblewski and Eibcck, 
1992), the results of the current study suggest the existence 
of a previously undocumented trend relating absolute level of 
downstream endwall-heat-transfer augmentation to degree of 
strut streamlining. Blunt strut shapes (such as circular cylin- 
ders) produce the greatest endwall-heat-transfer enhancement. 
Moderately streamlined struts (such as tapered cylinders) pro- 
duce less enhancement. Highly streamlined struts (i.e., airfoils) 
produce ahnost no enhancement. Peak enhancement levels seem 
to drop as strut streamlining increases. 

It should be noted that for the progression of increasingly 
streamlined strut shapes given above, streamwise vorticity in 
one form or another is always present (in various strengths), 
but the turbulent wake region is continually diminishing in 
strength and extent. Thus, the results of the current study (when 
considered with findings from previous research by others) 
seem to suggest that the wake region (not the horseshoe vortex 
or other streamwise vorticity) is likely the primary factor re- 
sponsible for endwall-heat-transfer augmentation downstream 
of strut-wall intersections. 

As a footnote to this last conclusion it should be mentioned 
that the relative importance of wake and streamwise vorticity 
effects to endwall heat transfer is likely dependent not only on 
strut shape, but also on strut size and free-stream flow condi- 
tions. In fact, it is fully reasonable to expect that for any given 
strut shape, there may exist combinations of flow conditions 
and strut size for which the wake is not the dominant endwall 
heat transfer-controlling factor. Although exploration of this 
issue was beyond the scope of the present study, the authors 
nonetheless wish to point out that the conclusion stated in the 
preceding paragraph on the relative importance of wake versus 

J o u r n a l  o f  H e a t  T r a n s f e r  M A Y  1996,  Vol .  118  / 4 8 7  

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



streamwise vorticity effects may not be universally applicable, 
but may instead only apply for certain strut sizes and flow 
regimes. 
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The L M T D  Correction Factor for 
Single-Pass Crossflow Heat 
Exchangers  With Both Fluids 
U n m i x e d  

A. S. Tucker 1 

Introduction 
The majority of undergraduate texts on heat transfer include 

a chapter on heat exchangers, almost always containing a sec- 
tion that explains the concept of the log mean temperature dif- 
ference (LMTD) for simple parallel and counterflow heat ex- 
changers, and the correction factor, F, which must be applied 
to the LMTD for other heat exchanger types. 

Whenever that section of such a text includes a reproduction 
of the LMTD correction factor chart for single-pass crossflow 
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Fig. 1 The original LMTD correction factor chart for a single-pass cross- 
f low heat exchanger in which both fluids are unmixed (from Bowman et 
al., 1940) 

heat exchangers with both fluids unmixed (see Fig. 1 and, for 
example, Holman (1992), Incropera and DeWitt (1990), Kreith 
and Bohn (1986), and White (1988)), it is highly probable 
that the text authors have unwittingly extended the propagation 
of small but discernible errors directly traceable to a paper by 
one of the most recognizable names in the early heat transfer 
literature, Wilhelm Nusselt. To illustrate by typical example the 
extent of the error: For such a crossflow heat exchanger with a 
capacity ratio of unity (i.e., the dimensionless temperature ratio 
R = Athot/Atco~d = 1) in which the change in the cold fluid 
temperature relative to the difference between the inlet tempera- 
tures of the two fluids is P = At~ola/Atin = 0.6, the error in the 
LMTD correction factor, F, read off the chart is 3 percent. At 
the extreme combination of low values of R and values for P 
approaching unity, the error is considerably greater: At R = 0.2 
and P = 0.975 the error exceeds 10 percent. 

Background 
The existence of these errors was discovered in the course 

of preparing a partial set of LMTD correction factor charts and 
effectiveness-NTU charts for inclusion in a student handout. 
Rather than copying the frequently reproduced figures, it was 
decided to generate them directly in  a spreadsheet by making 
use of the well-established formulae readily available in the 
literature. This is a quite straightforward task for all but the 
case of a crossflow heat exchanger in which both fluids are 
unmixed. The two-dimensional temperature field for both fluids 
in this particular exchanger configuration requires a more com- 
plex analysis, which has been attempted by a number of authors. 
Notable among these, Nusselt published an analytical solution 
to the pi-oblem in 1911, the solution being in the form of a 
doubly infinite series, which was acknowledged to exhibit very 
slow convergence. Almost two decades later (1930), he pro- 
duced an alternative solution, again in the form of an infinite 
series but more rapidly convergent than his earlier solution. 
This later paper of Nusselt included tabulated numerical values, 
derived from his series solution, which were utilized by Smith 
(1934) and have been reproduced in their original three signifi- 
cant figure form in at least one reasonably modern heat transfer 
text (Bayley et al., 1972). 

The landmark paper that originated the most commonly used 
form of LMTD correction charts was that of Bowman et al. 
(1940) and, for the case of the crossflow heat exchanger with 
both fluids unmixed, these authors drew on the work of both 
Nusselt (1930) and Smith. It is this particular chart of Bowman 
et al. that most heat transfer texts present and acknowledge. 

Subsequent to the LMTD analysis approach, the extensive 
work of Kays and London ( 1958 ) was published, presenting the 
often-used effectiveness-NTU (e-NTU) charts, which overcame 
some shortcomings in the LMTD analysis procedure. To con- 
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Fig. 2 A comparison between the correction factor curves of the present 
study and those of Fig. 1 

struct the e-NTU chart for the crossflow heat exchanger with 
both fluids unmixed also requires use of an analytical expression 
for the mean outlet temperatures of the fluids, and Kays and 
London used an even more rapidly convergent infinite series 
solution, this one being due to Mason (1955).  This solution 
was also the one that had been utilized by Stevens et al. (1957) 
but, like Kays and London, their charts of heat exchanger perfor- 
mance were in terms of effectiveness rather than LMTD correc- 
tion. 

Roetzel and Nicole (1975) recognized the potential use- 
fulness of explicit representations of LMTD correction factors 
in developing computerized packages for heat exchanger de- 
sign. In obtaining suitable values for the coefficients to be in- 
serted in their equation for the case of crossflow heat ex- 
changers, they made use of the doubly infinite series solution 
of Nusselt (1930).  As will be seen, it is significant that it 
was Nusselt 's  solution series that they used, rather than the 
subsequent tabulated numerical values that Nusselt presented 
in his paper. 

Methodology 
Because Mason's  paper was immediately accessible, his solu- 

tion was the one initially chosen for the present exercise of 
generating the LMTD correction chart from first principles. 
Thus an iterative solution procedure was set up within a spread- 
sheet to produce the desired chart, in the confident expectation 
that it would be indistinguishable from that published by Bow- 
man et ah 

Very briefly, the iterative scheme to generate the curve for a 
particular value of R proceeded as follows: For a particular 
value of  P at which F was to be evaluated, a trial value for a 
(defined as the number of transfer units for the hot fluid) was 
assumed, and Mason's  series summed to include sufficient terms 
that there was no change in the fifth significant figure. From 
that summed series, P was calculated and compared with the 
value for P at which the value for F was being sought. By 
simply iterating on a in increments that were suitably reduced 
as the final solution was approached, the solution was completed 
when the calculated value for P matched the desired value 
within an acceptable tolerance (0.00001, with P being in the 
range from 0 to 1 ). With each point on each curve being calcu- 
lated independently of its neighboring points, there was no pos- 
sibility of accumulating en'ors as P was incremented. 

The end result of doing this/ 'or  the same values of R as are 
plotted in Fig. 1 is shown in Fig. 2 (in which the curves from 
Fig. 1 have been superimposed as accurately as physically read- 
ing values off a chart allows).  Clearly there are areas of the 

chart where there are small but significant discrepancies that 
were found to be insensitive to both retaining even more terms 
in the series (typically six were more than sufficient in the areas 
of noticeable discrepancy) and the error tolerance applied on P 
in the iteration procedure. 

Discussion 
Possible explanations for the discrepancies are: Nusselt 's 

1930 series solution is in error; Nusselt 's  numerical values 
derived from his series are in error; Bowman et al. made an 
error in implementing Nusselt 's  numerical values; Mason's  
solution is in error (which would, if true, result in consequential 
errors in Kays and London's e-NTU chart); or the numerical 
iterative procedure being utilized was erroneous. 

The third of these possible explanations can be quickly elimi- 
nated by comparing Nusselt 's  numerical results with the curve 
of Bowman et al. for the case of R being unity (implying a 
capacity ratio of unity): The agreement is very good, verifying 
that they had correctly interpreted his tabulated data. When 
Nusselt 's  series solution (rather than his table of numerical 
results) was subsequently encoded and summed within a 
spreadsheet by a procedure very similar to that described above, 
the resultant curves were indistinguishable from those obtained 
via the Mason solution and, as independent verification of the 
numerical procedure, matched extremely well with selected 
points from an e-Ntu analysis. 

For example, for the case R = 1.0 and P = 0.6, the iteration 
procedure outlined above (using either the Mason or the Nusselt 
series) results in a solution F = 0.8113 at which the number 
of transfer units Ntu = 1.8486 and the effectiveness e = 0.6000 
(as it should if P = 0.6 at a capacity ratio of unity, as is implied 
by R = 1.0). 

This effectiveness value also corresponds very well with the 
prediction of  0.6003 obtained fl'om the empirical relationship 

~ 1 - e x p {  [ e x p ( - N T U ° 7 ~ r ) -  1] .NTU°22/r}  

(where r represents the capacity ratio C,,i~n/C ...... = R = 1 in 
this particular case) which usually is accepted as an approximate 
representation of the e-NTU relationship for an exchanger of 
this type (see, for example, Holman, 1992). 

Furthermore, when R = 1 and P = 0.6 are substituted into 
the general approximate explicit equation for mean temperature 
difference developed by Roetzel and N ico l e - -ba sed  on Nus- 
selt 's solution but not on his tabulated va lues - - the  resulting 
value of  F = 0.8117 is in almost exact agreement with the 
solution value of 0.8113 obtained here. 

On the other hand, for the same values of R = 1.0 and P = 
0.6, Nusselt 's  numerical value for F (reflected in Fig. 1) is 
0.835 which, for the same Ntu value of 1.8486, corresponds to 
an incompatible value of  0.617 for the effectiveness. 

The explanation for the discrepancies is therefore clear: The 
error lies in the numerical values presented by Nusselt and 
embraced by Bowman et al., not in the series solution he de- 
rived. Close examination of Nusselt 's  paper reveals three princi- 
pal points at which the errors arose, and these are attributable 
to the severely limited calculator resources available in 1930. 

First, it appears from the numbers presented that Nusselt 
retained only five terms in evaluating his series and, while this 
is of adequate accuracy over most of the domain of  interest, 
the higher order terms do become significant under particular 
combinations of his initial input parameters. Second, for three 
of his five-term series summation calculations (out of a total of  
20) there were not-insignificant outright numerical errors. 

Finally, and probably most importantly, the subsequent calcu- 
lation sequence adopted by Nusselt had the potential to intro- 
duce significant interpolation errors. From the original table of 
only 20 evaluated data points (many of which were inaccurate 
for either or both of  the first two reasons above),  Nusselt devel- 
oped a three-dimensional surface over a square coordinate base, 
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and this surface had pronounced curvature at two of its edges. 
By interpolating over this surface, he generated two subsequent 
tables each containing 100 points, the vast majority of  which 
did not coincide with any of the comparatively sparse data 
points from which the surface had been constructed. 

Consequently, Nusselt 's  final tables of values presented to 
three significant figures imply a calculation accuracy that is, in 
fact, quite unjustified. Indeed, were Nusselt to submit his paper 
to ASME JOURNAL OF HEAT TRANSFER under its current policy 
of requiting that papers containing numerical solutions have an 
assessment of numerical errors, it is probable that it would not 
be considered for review! 
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Optimum Design of Radiating 
Rectangular Plate Fin Array 
Extending From a Plane Wall 

C .  K .  K r i s h n a p r a k a s  i 

N o m e n c l a t u r e  

Ap = profile area of  fin array, m 2 
b 

dFaul-,l~z = 
h =  
J =  

C o n c l u s i o n  K = 

It must be acknowledged that in current heat exchanger de- 1 = 
sign practice, rarely would use be made of  LMTD correction N = 
factor charts such as the one discussed here. Normally it would Nc = 
be expected that LMTD correction factors, if  used, would be Np = 
represented by the appropriate equations incorporated into com- Nw = 
puter-based design packages. Alternatively, the need for an t = 
LMTD correction factor can be bypassed through the use of the T = 
e-NTU method of analysis. Tb = 

Nevertheless, and although generally they are not major in w = 
their magnitude, the errors revealed unexpectedly as a result of  x = 
this work do illustrate that even a respected name in the heat fl = 
transfer literature was not totally infallible, and that errors can c = 
easily propagate through the literature for decades; it is hoped 0 = 
that now there is no need for those errors to propagate further, # = 
particularly in undergraduate heat transfer texts where the cr = 
LMTD correction factor charts are commonly presented. For 
this purpose, Fig. 3 has been prepared. ~b = 

Finally,  out of fairness to Nusselt and out of respect for his 
standing, it must be said that current computers enable us easily 
to undertake tasks that would not have been even contemplated 
a few decades ago. Had Nusselt attempted his task with access 
to the facilities now available to even the most humble of re- 
searchers, his published results almost certainly would have 
been accurate and unchallengeable. 
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fin spacing, m 
elemental view factor from d/.Zl to d#2 
height of fin array, m 
radiosity, W / m  2 
thermal conductivity of  fin material, W / m K  
length of fin, m 
number of grid points along fin length 
conduction-radiation number = Kt/12~rT~ 
dimensionless profile area = Ap/w 2 
dimensionless width = crTb3w/K 
semithickness of fin, m 
temperature of  fin, K 
temperature of  base, K 
width of fin = b + 2t, m 
coordinate along the length of the fin 
dimensionless radiosity = J/aT~ 
emittance 
dimensionless temperture = T/Tb 
dimensionless coordinate length = x / l  
Stefan-Bol tzmann constant = 5.67E-8 
W/m2K 4 
dimensionless rate of  heat loss from fin and base 

I n t r o d u c t i o n  

Radiating fins are used in spacecraft and space vehicles for 
rejecting on-board waste heat to deep space. Since weight is at 
a premium, it is important to have minimum fin mass in these 
applications. Several investigators have analyzed the problem 
of minimization of fin mass in the past; however, there exist a 
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few works that discuss the optimum design of radiating fin array 
considering mutual interactions between the radiator elements. 

Sparrow et al. ( 1961 ) presented the optimum design of radia- 
tively interacting longitudinal fins without considering the fin- 
to-base mutual irradiation. Later Sparrow and Eckert (1962) 
emphasized the importance of mutual radiation interaction be- 
tween fin and its base surface. Schnurr et al. (1976) employed 
a nonlinear optimization technique to determine the minimum 
weight design for straight and circular fins of rectangular and 
triangular profiles, protruding from a cylinder, considering fin- 
to-fin and fin-to-base radiation interactions. Chung and Zhang 
(1991a) determined the optimum shape and minimum mass 
of a thin fin accounting for fin-to-base interaction based on a 
variational calculus approach. Chung and Zhang (1991b) later 
extended their analysis to minimize the weight of a radiating 
straight fin array projecting from a cylindrical surface consider- 
ing both fin-to-fin and fin-to-base interactions. The papers by 
Schnurr et al. and Chung and Zhang do not discuss the configu- 
ration of a straight rectangular plate fin array extending from a 
plane wall. 

The purpose of the present analysis is to determine the mini- 
mum mass design of a straight rectangular fin array extending 
from a plane wall considering fin-to-fin and fin-to-base radiation 
interactions. Correlations in terms of dimensionless numbers 
are presented to facilitate an easy design, i.e., to select the 
optimum fin length, thickness, and spacing. 

Mathematical Model 
Figure 1 shows a schematic of the configuration considered 

for the present analysis. We make the following assumptions: 
(1) steady-state operation, (2) one-dimensional temperature 
distribution in the fin, (3) isothermal base surface, (4) gray- 
diffuse radiator surfaces, (5) absolute zero temperature of the 
environment, (6) no external heat load from the environment, 
and (7) the temperature and radiosity distribution with respect 
to length is the same in every fin, i.e., symmetry condition. The 
symmetry condition enables us to focus our attention only on 
a rectangular groove made up of half-thickness portions of two 
adjacent fins while analyzing the heat transfer mechanism in 
the fin array (see groove ABCD in Fig. 1). The governing 
equations for the heat transfer in the fin may be written in terms 
of dimensionless quantities as 

[ f dZO(l .Zl) /d~l  2 = (e/N~.) 04(~1) - fi(~z)dFa/21-a/22 
/22=0 

fbll 1 -- 133(#3)dFd,1 ,~/23 (1) 
#3 0 .= 

subject to the boundary conditions 

0 = 1 at /~t = 0 (2a) 

dO/d#1 = - ( c / N c ) ( t / l ) 0 4 ( # ~ )  at #1 = 1 (2b) 

and the dimensionless radiosities are given by 

f /0 ( ]£1)  = eO4(~Ll )  + ( l  - -  ~ )  fl(#2)dFd/21 d.2 
/0"2=0 

j• bll 
+ ( 1  - -  ¢ )  fl3(~3)dF@l-dla3 ( 3 )  

/23 0 .= 

f; fl3(#3) = e + (1 - e) f l ( # l )dFau3  e/21 
I = 0 

+ (1 - e) B(~2)dF, t~3-+2 (4) 
2=0 

where the dimensionless temperature, radiosities, and lengths 
are defined by 0 = r d T b ,  f l  = J l / a T b  4 = J21aT~,  f13 = 
J3[oT b  4, ~ i  = x l / l ,  ~2 = x2/1, 1~3 = x3H;  the subscripts 1, 2, 
and 3 refer to fin 1, fin 2, and base surface, respectively. The 
subscript b also refers to the base surface. 

Solution of Eqs. ( 1 ) - ( 4 )  yields the temperature and ra- 
diosity distributions along the length of the fin. 

It is a common practice to express the effectiveness of a 
radiating fin as the ratio of the heat loss from the fin to that 
from a perfectly black isothermal fin of the same configuration 
(Sparrow and Cess, 1978; Ozi~ik, 1973). However, the addition 
of fins, although enhancing the total radiating area, also reduces 
the direct radiative transfer from the base surface due to the 
view blockage of the base to the environment caused by the 
fins. Therefore, in order to determine the overall effect, which 
is of practical interest, we define a dimensionless heat loss 
quantity 45 as the ratio of the actual heat loss from the fin and 
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base surfaces to that from a perfectly black unfinned surface 
with the same temperature. This may be written in terms of 
dimensionless quantities as 

f/o[-, f io 4, = L2 = = fl(#2)dFa, l-au2 

--  /~3(,Iz3)dFdtul-a!a3 d#l + 2e(t/l)041=l 
tz3 0 = 

0,~ 

+ 3 (/.z3) - /3(#l)dFa,3-a~l 
#3,= 0 i=0 

-- l~(Iz2)dfdu3-au2 d~3 [b/l  + 2t/l)  (5) 
2=0 ' ~  

It is to be noted that this definition of 4, is similar to the 
apparent emittance term (e,) defined to represent the emission 
characteristics of cavities with isothermal walls (Sparrow and 
Cess, 1978). From the definition of 4, it is clear that finning is 
effective only when 4, > e. 

Numerical Scheme 
A numerical iterative scheme consisting of a finite difference 

technique and Nystrom technique (Delves and Mohamed, 1985 ) 
based on the Gauss-Legendre quadrature rule is employed to 
solve the governing coupled integro-differential and integral 
equations (Eqs. ( 1 ) - (4)) .  Convergence of the iterative scheme 
is enhanced by applying the Ng acceleration method (Auer, 
1987). 

Optimum Fin Design 
From Eq. (5) we see that 4' depends on four parameters: e, 

No, b/l ,  and t/1, i.e., 4, = 4,(e, N~, b/ l ,  tH). For a given 
emittance e, profile area, Ap = 2tl and fin width, w = b + 2t, 
there is an optimum combination of the variables N~, bH, and 
t/1 such that 4, is maximum. We may state the constrained 
optimization problem mathematically as: 

for given e, Np, and N~, 

maximize 4,(e, N~, b/l ,  t / l)  (6) 

subject to Np = 2 ( t / l ) / [ ( b / l  + 2t/ l)  2] (6a) 

N~ = (t/1)(b/1 + 2t/l)/N,, (6b) 

and 4, > e (6c)  

where Np and Nw are, respectively, the dimensionless profile 
area and width. Nw may also be thought of as a Biot number 
defined for radiation. 

The constraints aid in transforming the multidimensional op- 
timization problem into a univariate one and polynomial inter- 
polation scheme may be used to solve it (Gill et al., 1981 ). 

Results and Discussion 
Figure 2 shows the maximum value of 4, (4,max) plotted as a 

function of Np for different e and Nw values. It is seen that as 
Np increases 4,max increases and the rate of increase in It)max 
decreases. (t/1)opt increases and (b/l)oot decreases as Np is in- 
creased. (No)opt increases with N~,, indicating that higher con- 
duction to radiation interaction is required for higher values 
of 4, ..... 

Th e optimum b/l  and t/1 may well be correlated by the fol- 
lowing expressions: 

(b/l)opt = .~. 1 oq~ m a x "  . . . .  6.27 C3.05 ~ r0,161V w (7) 

= 14,max ( 8 )  (t/l)opt 5.1 12.41 ~ -1.79 Nw°68 
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Validation of the numerical results was obtained by compar- 
ing the 4, versus I/b graphs for l /Nc = 0 with the curves 
presented by Sparrow and Cess (1978) for the apparent emit- 
tance (e~) of rectangular groove cavities, since 4, = e, when 
1/Nc = 0 and terms containing t / l  vanish in Eq. (5).  Our results 
have been found to be indistinguishable, within the scale of the 
plots, from the curves presented by Sparrow and Cess. 

Conclusions 
Results are presented to obtain the optimum mass design of 

a straight rectangular plate fin array extending from a plane 
wall for emittance values in the range 0.5-0.9. Higher heat 
transfer rateS are achieved at higher values of Nc and lower 
values of t/1, i.e., the best performance is achieved by short 
and thin fins. Apparently, the fin array extending from a plane 
wall is not very attractive if the heat transfer mode is radiation 
alone. For most radiative fins, the emittance is usually high, 
e.g., e -> 0.9. As demonstrated by the top curve (e = 0.9) of 
Fig. 2, 4, increases only to 0.97, i.e., the increase in heat transfer 
from unfinned condition to finned condition is only 7.8 percent. 
This indicates that the heat transfer enhancement by using the 
radiative fin array is limited. 
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Measurements of the Structure of 
Self-Preserving Round Buoyant 
Turbulent Plumes 

Z. Dai  1 and G. M.  Faeth  I 

Nomenclature 
a = 

B o = 

d =  

f =  
F ( r / ( x  - x , , ) )  = 

Fro = 

kf, k . =  
1M = 

M o =  
F = 

lg = 

U ( r / ( x  - Xo) ) = 
X = 
p = 

Subscripts 
C = 

O = 

Superscripts 
( ) =  

( ) ' =  

acceleration of gravity 
source buoyancy flux 
source diameter 
mixture fraction 
scaled radial distribution o f f ,  Eq. (1) 
source Froude number = (4/7r)t/41M/d 
plume width coefficients based on f a n d  ff 
Morton length scale = --~oA/[3/41~1/2-~o 
source specific momentum flux 
radial distance 
streamwise velocity 
scaled radial distribution of if, Eq. (2) 
streamwise distance 
density 

centerline value 
initial value or virtual origin location 
ambient value 

time-averaged mean value 
root-mean-squared fluctuating value 

Introduction 
Round buoyant turbulent plumes in still and unstratified envi- 

ronments are classical flows that are important for evaluating 
concepts and models of buoyancy/turbulence interactions. Fully 
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developed buoyant turbulent plumes are of greatest interest be- 
cause they have lost extraneous source disturbances and their 
structure is self-preserving, which simplifies both theory and 
the interpretation of measurements (Morton, 1959). These ob- 
servations have prompted many studies of self-preserving buoy- 
ant turbulent plumes; see, for example, Dai et al. ( 1994, 1995a, 
b) ,  Papanicolaou and List (1988), Papantoniou and List 
(1989), Shabbir and George (1992), and references cited 
therein. In contrast to most earlier studies, which were carried 
out nearer to the source, however, the recent measurements of 
Dai et al. (1994, 1995a, b) showed that self-preserving round 
buoyant turbulent plumes were narrower, and had larger mean 
mixture fractions and streamwise velocities near the axis, than 
previously thought. The objective of the present investigation 
was to extend earlier evaluations of these measurements, em- 
phasizing potential problems due to flow confinement, to help 
insure that an artifact of the experiments was not responsible 
for these somewhat startling findings. 

Consistent with most studies of round buoyant turbulent 
plumes, self-preserving plume properties will be defined for 
conditions where buoyant jets are used as plume sources and all 
scalar properties can be represented conveniently as functions of 
the mixture fraction. Reaching self-preserving conditions for 
buoyant jet sources requires that ( x  - X o ) / d  and ( x  - xo) / IM ~> 

1, to insure that effects of both source disturbances and source 
momentum have been lost (Morton, 1959; List, 1982); then, 
self-preserving behavior implies that f ~ 1, that the buoyancy 
flux is conserved, and tha t f and  ff scale as follows: 

f a B 2 2 / 3 ( x  - xo)5/31 d(ln p ) / d f l ~  = F ( r / ( x  - Xo) )  (1) 

ff((X -- X o ) / B o )  1/3 = U ( r / ( x  - Xo))  (2) 

where F (  r / ( x  - xo)  ) and U (  r / ( x  - xo )  ) are universal functions 
that generally are approximated by Gaussian fits; in addition, 
various other flow statistics can be represented as universal 
functions of r / ( x  - Xo) after normalizing mixture fraction and 
velocity properties b y ~  and a-c, respectively (Dai et al., 1994, 
1995a, b).  

The controversy concerning the properties of self-preserving 
round buoyant turbulent plumes involves both the conditions 
needed to observe them and their structure. In particular, most 
earlier measurements to establish the self-preserving structure 
of round buoyant turbulent plumes were limited to ( x  - Xo) /  
d <- 62, which seems small for self-preserving behavior. For 
example, Panchapakesan and Lumley (1993) only observed 
self-preserving behavior for round nonbuoyant turbulent jets 
when ( x  - X o ) / d  >- 70, which is consistent with the observations 
of Dai et al. (1994, 1995a, b) ,  that self-preserving behavior for 
round buoyant turbulent plumes required ( x  - X o ) / d  -> 87 and 
( x  - Xo)/IM --> 12. In addition, Dai et al. (1994, 1995a) found 
that characteristic flow widths were up to 40 percent smaller, 
and F ( 0 )  and U(0) were up to 30 percent larger, than earlier 
results in the literature. Notably, this behavior is consistent 
with the development of plume structure toward self-preserving 
conditions for buoyant jet sources, where normalized flow 
widths progressively decrease, and F (0 )  and U(0) progres- 
sively increase, with increasing streamwise distance until the 
flow becomes self-preserving (Dai et al., 1994). Finally, the 
self-preserving plume properties of f observed by Dai et al. 
(1994) were in good agreement with measurements of Papan- 
toniou and List (1989), which were carried out at comparable 
distances from the source. 

Dai et al. (1994, 1995a, b) completed several typical checks 
of their measurements, including evaluating the measurements 
using the governing equations for mean quantities, establishing 
that the measurements satisfied conservation of buoyancy 
fluxes, and showing that the measurements were relatively inde- 
pendent of the rate of removal of plume gases from the test 
enclosure. Nevertheless, observing narrower self-preserving 
plumes than numerous earlier studies raises new concerns about 
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effects of removal rates of exhaust gases from the test enclosure 
because this flow places the plumes in a coflow, which would 
tend to make them narrower than truly unconfined self-preserv- 
ing round buoyant turbulent plumes (see Shabbir and George 
(1992) for a detailed discussion of this and other potential error 
sources for measurements of buoyant turbulent plumes). Thus, 
in order to resolve these concerns about the measurements of 
Dai et al. ( 1994, 1995a, b), the objective of the present investi- 
gation was to quantify the effects of plume exhaust rates on 
their reported self-preserving distributions off ,  if, f ' ,  and if'. 

Experimental  Methods  

Test Apparatus. Experimental methods were identical to 
those of Dai et al. ( 1994, 1995a, b) and will only be described 
briefly. Present considerations were limited to downward-flow- 
ing plumes from a source flow of sulfur hexafluoride in still air 
at atmospheric pressure and temperature, and involved laser- 
induced iodine fluorescence (LIF) to measure mixture fractions 
and laser velocimetry (LV) to measure streamwise velocities. 
The plumes were observed in a 3000 × 3000 × 3400 mm high 
plastic enclosure within a large high-bay test area, which had 
a screen across the top for air inflow, to compensate for the 
removal of air entrained by the plume. The plume flow was 
removed by 300-mm-dia ducts mounted on the floor at the four 
corners of the outer enclosure, with the exhaust flow controlled 
by a bypass/damper system. Probe measurements showed that 
exhaust flows through the four exhaust duct inlets were essen- 
tially the same, and provided measurements of exhaust flow 
rates (95 percent confidence) within 10 percent. The test plume 
was within a smaller enclosure ( 1100 × 1100 × 3200 mm high) 
with plastic screen wails; however, this enclosure had no effect 
on flow properties, i.e., measurements with and without these 
screens present were identical. The plume sources were 
mounted on the inner enclosure, which could be traversed to 
accommodate rigidly mounted instrumentation. The plume 
sources consisted of rigid plastic tubes with flow straighteners 
at the inlet and length-to-diameter ratios of 50:1. The source 
flows were seeded with iodine vapor for LIF measurements, 
while the ambient air was seeded with oil drops for LV measure- 
ments. Maximum mean mixture fractions in the self-preserving 
region were less than 6 percent; therefore, effects of concentra- 
tion bias of LV measurements, because only the ambient air 
was seeded, were negligible. 

Instrumentation. The LIF signal was produced by the 
fluorescence of iodine at the 514.5 nm line of an argon-ion 
laser, separating the LIF emission from light scattered at the 
laser line using a long-pass optical filter. The detector output 
was amplified and low-pass filtered to control alias signals to 
provide roughly four decades of power spectral densities in 
the present flow. Calibration showed that iodine seeding levels 
varied less than 1 percent, that the LIF signal varied linearly 
with laser power and iodine concentration, that reabsorption of 
the LIF emission was negligible, and that differential diffusion 
effects between the source gases and iodine were negligible 
(Dai et al., 1994). Finally, experimental uncertainties (95 per- 
cent confidence) were less than 5 and 10 percent for f and 
f '  up to r / ( x  - Xo) = 0.15 but increased roughly inversely 
proportional to f a t  larger radial distances. 

A dual-beam, frequency-shifted LV was used for velocity 
measurements, based on the 514.5 nm line of an argon-ion laser. 
The detector output was processed using a burst-counter signal 
processor with the low-pass-filtered analog output of the signal 
processor sampled at equal times to avoid problems of velocity 
bias, while directional bias and ambiguity were controlled by 
frequency shifting. The processor output was sampled at rates 
more than twice the break frequency of the low-pass filter to 
control alias signals. Effects of step noise contributed less than 
3 percent to the determination of velocity fluctuations, while the 
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Fig. 1 Radial profiles of mean mixture fractions and streamwise veloci- 
ties for self-preserving round buoyant turbulent plumes 

measurements yielded roughly four decades of power spectral 
densities similar to the mixture fraction fluctuations (Dai et al., 
1995a). Experimental uncertainties of ff and g '  were similar to 

f and f ' .  

Test Conditions. Major parameters of the present measure- 
ments of SF6 plumes were as follows: d = 6.4 mm, uo = 1890 
mm/s, po/p~ = 5.06, Fro = 3.75, IM/d = 3.53, and xo/d  = 0.0. 
The measuring station farthest from the source was at (x  - Xo)/ 
d = 151, while the edge of the plume is at roughly r / ( x  - xo) 
= 0.2, which yields plume diameters and streamwise distances 
less than 360 and 900 ram. This implies that the maximum 
plume cross-sectional area is less than 1.2 percent of the enclo- 
sure cross-sectional area. Exhaust volume flow rates were 
roughly half, equal to, and twice the nominal flow rates used 
earlier, or 0.052, 0.090, and 0.22 m3/s. Assuming uniform con- 
ditions over the cross section of the enclosure, these exhaust 
flows imply coflow velocities of roughly 6, 10, and 24 mm/s 
at the plane of the source exit, which are less than 1.3 percent 
of the source velocity. 

Results and Discussion 
Present measurements at the nominal exhaust flow rate agreed 

with Dai et al. ( 1994, 1995a, b) within experimental uncertain- 
ties; therefore, these results will be represented by their earlier 
correlations. Present measurements of f and ff in the self-pre- 
serving region of buoyant turbulent plumes are plotted in Fig. 
1 for the various flow rates according to the self-preserving 
scaling parameters of Eqs. (1) and (2). The present measure- 
ments were limited to ( x  - Xo)/d = 151 because this was the 
most critical condition with respect to potential coflow effects. 
The effect of varying plume exhaust rates, and thus coflow 
velocities, is seen to be negligible over the present range, with 
profiles of f and ff for all coflow rates agreeing within experi- 
mental uncertainties. Thus, including the new measurements 
with the earlier results of Dai et al. (1994, 1995a, b) yields the 
same universal fitting parameters as before: F(0)  = 12.6 and 
k} = 125, U(0) = 4.3 and k~ = 93. The main effect of increased 
coflow velocities was evidence of a slight increase of stream- 
wise velocity near the edge of the plume, which can be seen 
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Fig. 2 Radial profiles of rms mixture fraction and streamwise velocity 
fluctuations for self-preserving round buoyant turbulent plumes 

most clearly at the outmost points of ff at an exhaust flow rate 
of 0.22 m3/s. 

Radial profiles of fluctuating mixture fractions and stream- 
wise velocities are illustrated in Fig. 2 for the various exhaust 
flow rates. The values o f f '  and if' are plotted according to the 
self-preserving scaling observed by Dai et al. (1994, 1995a). 
Similar to the results for mean properties in Fig. 1, the fluctuat- 
ing properties illustrated in Fig. 2 exhibit variations with exhaust 
rate within experimental uncertainties. Thus, present estimates 
of mixture fraction and streamwise velocity intensities at the 
axis are not changed significantly from the findings of Dai et 
al. (1994, 1995a), i.e., (f ' / f)c = 0.45 and (ff'/ff)c = 0.22. 

Taking the findings illustrated in Figs. 1 and 2 together, it 
appears that the measurements of flow properties within the 
self-preserving region of round buoyant turbulent plumes due 
to Dai et al. ( 1994, 1995a) were not affected by coflow caused 
by effects of confinement within their stated experimental un- 
certainties. Thus, the fact that the measured profiles of Dai et 
al. ( 1994, 1995a, b) are narrower, and have larger scaled mean 
values of mixture fractions and velocities near the axis, than 
previously thought, is due to additional flow development to 
reach truly self-preserving behavior compared to most earlier 
measurements, rather than due to an effect of coflow. 
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A Calculation and Experimental 
Verification of the Infrared 
Transmission Coefficient of Straight 
Cylindrical Metal Tubes 

P. Cava le i ro  M i r a n d a  I 

Introduction 
An accurate figure for the infrared (IR) transmission coeffi- 

cient of a stainless steel guide tube that transports ultra-cold 
neutrons (UCN) from a cryostat at 0.5 K to a room temperature 
apparatus is required in order to estimate the reduction in the 
heat load on the cryostat's UCN window achieved by cooling 
down the guide tube from 300 K to 77 K. The heat emitted by 
the cooled guide tube is negligible compared to the heat input 
from the room temperature apparatus, which behaves approxi- 
mately like a blackbody at 300 K, and so the reduction in heat 
load is given by the transmission coefficient of the guide tube 
for 300 K blackbody radiation. 

It was shown by Ohlmann et al. (1958) that the transmission 
of infrared (IR) radiation by cylindrical metal pipes decreases 
exponentially with length, for a monochromatic point source 
located on-axis and taking into account only rays making small 
grazing angles with the wall. In the case of an IR source cov- 
ering the whole cross section of the tube and providing 27r 
steradians illumination a significant part of the emitted energy 
is carried by skew rays. As these rays undergo more reflections 
the attenuation will be significantly higher than that predicted 
by Ohlmann's formula. 

Calculation of the IR Transmission Coefficient of a 
Straight Cylindrical Metal Pipe 

In the case of 300 K blackbody radiation traveling in a vac- 
uum and incident on stainless steel, the low-frequency limit 
expressions for the reflection coefficients apply. The coefficients 
for both polarizations, p_l_ and P[I, depend essentially on the 
wavelength k, the cosine of the angle of incidence ~, and the 
DC electrical conductivity ke of the metal (e.g., Stratton, 1941 ). 
For one particular ray of unpolarized "l ight" traveling down 
the tube and making a total of N identical reflections, the fraction 
t of energy transmitted will be 
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C' I'--d0 + d + d ~ d ----4 

Fig. 1 Projections of the trajectory of a ray traveling down a cylindrical 
pipe by specular reflection. Capital letters denote reflection points in 
space, primed letters denote the projection of those points onto the xy 
plane, and double-primed letters the projection of the points onto a plane 
containing the z axis. Note that ~ f  is equal to ~,~' only in the longitudinal 
plane containing the reflection point. 

t - - -  (1)  
2 

Because parallel and perpendicular refer to the plane of  inci- 
dence, which for a cylindrical tube takes up all possible angles 
around the z axis uniformly, any light entering the tube can 
be regarded as unpolarized as far as the overall transmission 
coefficient is concerned. 

Due to the cylindrical symmetry of  the geometry, a ray al- 
ways strikes the wall at the same angle of incidence and covers 
a constant distance between bounces. Let d be this distance 
measured along the axis of the cylinder, the z axis, and do the 
distance covered along z before the first bounce. N is then equal 
to the first integer greater than (L - do)/d. The constancy of  
d and '~ can be deduced from a drawing like the one shown in 
Fig. 1. The origin of  the coordinate system is the center of  the 
circle of  radius R defined by the tube's entrance, r is the distance 
from the origin at which the ray crosses the entrance plane, 0 
is the angle that the projection of the ray onto this plane makes 
with r ,  and a is the angle the trajectory makes with the z axis. 
By considering the projection of  the trajectory onto the entrance 
plane, it can be shown that 

~/R 2 -- r 2 sin 2 0 
d = 2  

tan c~ 

~/R 2 -  r 2sin 2 0 -  r c o s 0  
d 0 = 

tan a 

( R  2 - r 2 sin 2 0 . 
COS ~ = sin o~ (2) 

R 

It is assumed that emission is uniform over the area of  the 
entrance disk and that its spectrum is that of  a blackbody at 
temperature T. The transmission coefficient is then given by 

f f l y  t(r, O, ~, k ) w ( r ,  c~, k)drdOdc~dk 
t = (3) 

f f f f  w(r, ~, k)drdOdo~dX 

where the weighting function w(r, c~, X) = r sin 2 a Eb(k, T) 
and where E~,(k, T) is the spectral emissive power of a black- 
body (e.g., Incropera and DeWitt, 1981). 

The guide tubes used in the experimental verification of  these 
calculations have a radius R = 3.35 cm and are made out of 
316 stainless steel, which has an electrical conductivity of about 
2 × 106 S/m at 77 K and a relative permeability #//z0 ~ 1.01 
when austenized (Smithel!s, 1967; Meaden, 1965). The integra- 
tion ranges were set to r: 0 -3 .15  cm, o~: 0-7r/2, k: 3 - 2 5 0  ,am, 
and 0:0-~r. The fact that the radiation source does not cover 
the whole of the entrance plane increases the transmission by 
approximately 1 percent. 

Table 1 Theoretical and experimental IR transmission coefficients for 
316 stainless steel guide tubes of various lengths (I.D. = 67 mm and ko 
= 2 x 10 e S/m).  The 63-mm-dia coaxial source of 300 K blackbody 
radiation is located at the entrance to the tube. 

Theoretical 

L (em) t (%) I L (em) t^ (°,4) 

0.1 9991±0.02 0.4~0.1 99.5±1.2 

1 98.2±02 1.05~0A5 98.5±1.1 

5 90.5±0.2 9.8:~0.2 902±1.2 

10 82.9±0.2 25.4±0.2 71.3±1.3 

20 70.9~0.2 50.3±0.2 51.7±1.5 

40 54.8:~0.1 79.8±0.2 37,5±1,6 

60 44.4:t=0.1 114.8±0.2 27.1±1.8 

80 37.1±0.1 

100 31.77:t:0.05 

120 27.73:~0.03 

200 ] 18.32±0.01 

300 12.98±0.01 

Experimental 

t u (%) t (%) 

98.9~:1,1 99.2,-=08 

98.0~:1.1 982--0.8 

89.8~1.1 90.0±0.8 

71.0J:1.3 71.2±0.9 

51,3~1.6 51.5:~1.1 

36.9&1.6 37.2±1.1 

26.4:~ 18 26.8±1.3 

The integral was evaluated numerically using a standard 
NAG Library routine (D01FCF) yielding the theoretical results 
listed in Table 1 and plotted in Fig. 2 as a solid curve. 

Experimental Verification With UCN Guide Tubes 
A length of honed and electropolished stainless steel tube is 

sealed at both ends by flanges through which the electrical 
and vacuum connections are made. Each flange carries on an 
insulating stem a concentric copper disk of radius ro uniformly 
heated and whose temperature is monitored by two thermistors 
and one Pt resistor. The disk surfaces facing each other are 
covered with a fine carborundum powder and painted black to 
increase their IR emissivity. The evacuated assembly is im- 
mersed in liquid nitrogen. 

The experiment consists in measuring the electrical power 
P,~, which must be fed into each heater in order to keep the 
disks' temperature constant at T = 300 K as a function of the 
distance L between the disks, each of which is acting both as 
a source and a detector of  IR radiation. When the disks are 
" z e r o "  distance it is only necessary to dissipate a small amount 
of power Po in the heaters. When the disks are so far apart that 
one does not receive any heat from the other, a maximum 
amount of  power P ..... = P0 + P~. must be supplied to the heaters, 
where P, = e(Trr~)~rT 4 and E is the emissivity of the black 
surfaces. In order to keep the radiation and conduction losses Po 

100 
t0 20 L/D 

g 

80 

60 

40 

20 

0 
0 

i i i 

50 100 150 
L (cm) 

200 

Fig. 2 The calculated (solid curve) and experimental values for the IR 
transmission of a 67 mm ID stainless steel tube, honed and electro- 
polished, illuminated by a 63 mm diameter coaxial blackbody source at 
300 K located at the tube's entrance. 
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constant throughout the experiment, the disks are permanently 
assembled on the flanges and the distance between the disks is 
varied by cutting the tube. 

For each disk the value of P ...... was measured by mounting 
the flange on a 77 K " c a v i t y "  and estimates of P0, and hence 
c = (Pmax - Po)/(Trr~GT4), were obtained a posteriori by ex- 
trapolation of the P~(L) curve to L = 0. 

The existence of a small annular spacing around the disks to 
prevent thermal contact causes the transmission to be underesti- 
mated as only a fraction y of the transmitted power tPs impinges 
on the other disk. An approximate expression for T with the 
correct behavior as a function of L is 

=F+ 2 

(4) 

where F is the view or shape factor and is defined as the fraction 
of the radiation leaving one disk and intercepted directly by the 
other (cf. Incropera and DeWitt, for example).  The theoretical 
transmission values were taken as estimates for the transmission 
t. The emission and absorption of radiation travelling in the 
tube by the shiny rear surface of the disks have been neglected. 

Taking this correction into account as well as the multiple 
reflections due to the finite reflectivity 1 - e of  the black sur- 
faces, the expression relating the transmission coefficient t(L) 
to the electric power P~(L) dissipated in a heater is 

P ...... - P ~ ( L )  
t(L) = (5) 

T(P  ..... - P0 - (1 - e)[P, ,(L) - P0]) 

The IR radiation emitted by the tube itself has not been taken 
77 4 into account in this analysis as it represents, at most, ( .~ )  = 

0.5 percent of  the heat input. 
The measured values of t(L) are compiled in Table 1. Each 

disk provides an independent measurement of the transmission, 
tA and tB, respectively, and so their average value t is calculated 
and plotted with error bars in Fig. 2. An experimental error is 
calculated for each power measurement Pe(L), taking into ac- 
count the uncertainty in measuring the voltage applied to the 
heater and the current flowing through it as well as the uncer- 
tainty in determining the average temperature of  the disk. In 
the case of  Pmax there is also a small contribution from the 
uncertainty in the emissivity of the 77 K cavity, for P0 a large 
contribution from the extrapolation procedure and for e a small 
contribution from the uncertainty in disk area. The overall error 
calculated for each value of t(L) is dominated by the uncertain- 
ties associated with P0 and the average disk temperature. 

The difference between the experimental points and the theo- 
retical curve is significant but it is always less than 8 percent 
for lengths up to 1.2 m. It can be explained by the combination 
of  the two following opposite tendencies, which were not taken 
into account in the calculation or in the analysis. The lower 
transmission observed at longer tube lengths can be attributed 
to diffuse reflection caused by surface roughness or waviness 
or to contamination of the surface with a lower reflectivity layer, 
such as water vapor. For the shorter lengths these effects are less 
noticeable and so nonideal properties of  the emitters, namely 
forward-peaked emission of  a soft spectrum, could contribute 
to a higher measured transmission. The crude correction imple- 
mented to account for the existence of small annuli around the 
disks will also tend to overestimate the transmission for guide 
lengths of less than three radii. The first tendency reflects the 
real properties of  the tube' s surface, whereas the second one is 
due to artifacts of  this particular experimental method. 

Conclus ions  
The analytical expression derived in this paper (Eq. (3))  

yields good estimates for the IR transmission coefficient of 
straight metal pipes even when the source is large and close to 

or within the pipe. It was verified experimentally that a 1.5 m 
length of  67 mm ID stainless steel tube will attenuate by a 
factor of 5 the radiation emitted by a blackbody at 300 K placed 
at its entrance. A 90 deg bend in the tube is likely to provide 
another attenuation factor of 2 (Ohlmann et al., 1958) resulting 
in an overall reduction in the radiation heat load on the cryo- 
stat's window by a factor of 10. 
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F l o w  B o i l i n g  H e a t  T r a n s f e r  
Coe f f i c i en t s  o f  R - 1 3 4 a  in a 
M i c r o f i n  T u b e  

A. Singh, t M. M. Ohadi, 2 
and S. Dessiatoun 2 

Nomenclature  
D = inside diameter of  tube, mm 

Fr/, = Froude number with all flow as liquid = G2/(p~gD) 
g = acceleration due to gravity, m/s 2 
G = mass flux, kg/m 2.s 
pj = density of  liquid refrigerant, kg/m 3 

Introduct ion 
This paper presents results of an experimental study for 

forced convection evaporative heat transfer coefficients of R- 
134a (a replacement for R-12),  inside a horizontal microfin 
tube. Data are reported as a function of parametric values of 
mass flux, quality, and heat flux in the test section. Results 
include heat transfer coefficients for the low mass flux levels 
typically encountered in household refrigerators and certain 
small-scale commercial evaporators. 

Previous work with microfin tubes and R-134a appears to be 
limited to a study by Eckels and Pate (1991).  Because of  the 
difference in experimental apparatus and the operating condi- 
tions it was not possible to provide a one-to-one comparison of 
the present study results with those of  Eckels and Pate (1991).  
However,  for selected points where the conditions were close 
to each other a satisfactory comparison was documented by 
Ohadi et al. (1994).  In a recent study, Thors and Bogart (1994) 
report results for in-tube evaporation of R-22 with microfin 
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Fig, 1 Schematic of the experimental apparatus 

tubes. A comprehensive documentation of the literature on mi- 
crofin tubes can be found from Schlager et al. (1987) and Eckels 
and Pate (1991). 

Experimental Apparatus 
The experimental test apparatus used in the present study is 

schematically shown in Fig. 1. As seen there, the setup consists 
of two distinct flow loops: ( 1 ) the test section refrigerant loop 
and (2) a condenser cooling loop utilizing R-12. The test section 
refrigerant loop includes a hermetic oil-free pump, a drier filter, 
a precision coriolis mass flowmeter, an electrical preheater, the 
test section, a condenser unit, and an accumulator• The refriger- 
ant flow rate can be controlled by the pump in the range of 20 
kg/m 2" s to 200 kg/m2.s (liquid Reynolds number between 
1200 and 12,000) and the quality at which the refrigerant enters 
the test section can be controlled by the electric preheater from 
subcooled to superheated condition. The test section is a hori- 
zontally mounted, microfin copper tube with 12.7 mm (0.5 in.) 
OD, 60 fins, and 18 deg helix angle. The nominal inside diame- 
ter of this tube is 11.78 mm (0.46 in.) with ridge height of 0.3 
mm (0•012 in.). 

The heat flux required for boiling the refrigerant is provided 
by an electrical heater wrapped around the test-section tube. 
The portion of the test section where electrical heating is applied 
is 495 mm ( 19.5 in.) long. The wall temperature measurements 
are done in the middle 305 mm (12 in.) portion of the test 
section (Fig. 2). All calculations for heat transfer coefficients 
are based on this test section length so as to minimize the effect 
of axial heat losses within the test section. The test section 
instrumentation allows operation up to 30 kW/m 2 of heat flux. 
The exit end of the test section has a sight glass of almost the 
same inside diameter as the test section in order to observe the 
flow patterns. Although the sight glass was not designed to 
reflect the details of the flow patterns, it served as a good qualita- 
tive guide to characterize the flow regimes. The wall tempera- 
tures are measured using copper-constantan thermocouples di- 
rectly soldered on the outside of the tube. Temperatures are 
measured at four axial locations at equal intervals of 76 mm 
(3 in.). At each axial location, two thermocouples are placed 
circumferentially, one at the top and one at the bottom of the 
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Fig. 2 Schematic of the test section 
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Fig. 3 Variation of heat transfer coefficient with quality at various heat 
flux levels 

tube. The location of thermocouples and exact dimensions of 
the test section are indicated in Fig. 2. Details of the experimen- 
tal setup and the procedure can be found from Ohadi et al. 
(1994). 

Results and Discussion 
Calculation of the heat transfer coefficient h was based on 

the following defining equation: 

h - Q (1) 
A ( T w  - T.~,t) 

in which Tw is the tube wall temperature, which is taken as the 
arithmetic mean of eight thermocouples installed on the test- 
section wall. Strictly speaking, Tw should be the average inner 
tube wall temperature. However, simple calculations justified 
the approximation of taking outside wall temperature as Tw. 
The temperature T,~at is the saturation temperature of the test 
refrigerant corresponding to the test section pressure. Since the 
test section was just 305 mm long, the pressure drop in this 
length in all flow regimes was found to be negligibly small and 
the test section pressure was assumed to be equal to the pressure 
at the inlet of the test section. A is the heat transfer area based 
on the nominal diameter of the test section tube. 

The quality calculation for the refrigerant at different loca- 
tions (see Fig. 1 for state points) in the test-section loop is done 
by utilizing appropriate energy balance equations. The quality 
after the preheater is calculated by using the following equa- 
tions: 

el : f ( T , ,  P )  (2) 

e2 = el + Qp--Ah (3) 
m r  

X2 = f (  P, e2) (4) 

where e~ and e2 are the specific enthalpy of the refrigerant 
at the preheater inlet and exit, respectively. Having T~ and P 
measured, the specific enthalpy can easily be obtained from the 
corresponding equation of state. Qph is the heat transferred to 
the refrigerant by the preheater and mr is the mass flow rate of 
the refrigerant. It is assumed that the pressure drop across the 
preheater is negligible. The quality of the refrigerant at the test 
section entrance X3 and exit X4 can be obtained once the heat 
input to the test section Qe is known. The average test-section 
quality X, vg is calculated by taking the arithmetic mean of X3 
and X4. The maximum uncertainty in heat flux measurement is 
_+4.6 percent. The maximum uncertainty in heat transfer coeffi- 
cient and quality is _+4.8 and +4.7 percent, respectively. 

Experiments were conducted at 575 kPa (83.4 psi) pressure. 
The saturation temperature corresponding to this pressure is 
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Fig. 4 Variation of heat transfer coefficient with mass flux at different 
heat flux levels 
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Experimental  Study of  
Electrohydrodynamical ly  Augmented  
Condensation Heat Transfer on a 
Smooth and an Enhanced Tube 

20.15°C (68.3°F). This operating condition was selected so that 
the heat losses to the surroundings were kept minimum. Figure 
3 shows the variation of heat transfer coefficient with quality 
at various heat flux levels for a mass flux of 50 kg/m 2" s. At 
this relatively low mass flux, the sight glass downstream of the 
test section indicated the flow pattern was predominantly wavy-  
stratified. For such a regime the effect of quality on the heat 
transfer coefficient should be insignificant. This is because at 
low mass flow rates, the convective boiling is less dominant 
than the nucleate boiling and nucleate boiling does not appear 
to get suppressed even at higher qualities. From the figure it 
can also be observed that as the heat flux increases, the heat 
transfer coefficient increases due to the increase in nucleate 
boiling dynamics associated with a higher heat flux. 

Figure 4 shows the variation of the heat transfer coefficient 
with mass flux at an average quality of 30 percent for different 
heat flux levels. As expected, with an increase in the mass flux 
heat transfer coefficient increases for the range of heat fluxes 
examined here. It is also seen that for a given mass flux, a 
higher heat flux results in a higher heat transfer coefficient. 
Note that for a mass flux larger than 100 kg/m2"s, the heat 
transfer coefficient experiences a marked increase. This indi- 
cates the influence of stratification at low flow rates in horizontal 
tubes. The visual observation of the flow through the sight glass 
indicated that for mass fluxes less than 100 kg/m z" s, the flow 
was predominantly stratified, but as the mass flux increased the 
flow became annular. The 100 kg/m 2. s mass flux represents 
the transition value from stratified flow to annular for the mi- 
crofin tube tested here and corresponds to allflow liquid Froude 
number (Frto) of 0.058. This compares to Fr~,, of 0.04 value 
predicted by Shah (1982) and Kandlikar (1990) for horizontal 
smooth tubes. However, it has been described in a recent publi- 
cation (Kattan et al., 1995) that the transition from stratified to 
unstratified flow may not depend solely on Fr~,,. 
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Introduction 

The enhancement of condensation heat transfer is of crucial 
importance to many industries, including the HVAC, power, 
process, and aerospace industries. A variety of enhancement 
techniques have been researched and implemented to a limited 
range of industrial applications. These techniques are commonly 
referred to as passive and active means of condensation heat 
transfer enhancement. 

The electrohydrodynamically (EHD) enhanced condenser is 
still considered a rather exotic candidate in the field. Neverthe- 
less, the recent progress made indicates that this technique will 
find its way in the market place in the near future. With this 
active technique, the extraction of the performance restricting 
liquid from the condensation surface can be realized by nonuni- 
form electric fields. The EHD enhancement of condens~ition 
heat transfer features several distinct advantages over conven- 
tional methods. Surface coating with nonwetting substances, for 
example Teflon or noble metals in steam condensers, is not 
applicable for refrigerants due to their low surface tension. An- 
other important benefit is the possibility of varying the conden- 
sation heat transfer by simply changing the applied voltage. 
Furthermore, the EHD condenser contains no moving parts and 
the electric power input is negligible. 

EHD enhancement of condensation heat transfer has been 
studied only over the past three decades. Velkoff and Miller 
( 1965 ), Choi (1968), Didkovsky and Bologa ( 1981 ), Cooper 
and Allen (1984), Yabe et al. (1985), and Trommelmans and 
Berghmans (1986) are among a few others who investigated 
this topic. 

The work conducted in the past dealt exclusively with the 
EHD enhancement of condensation heat transfer on smooth 
surfaces. However, a variety of enhanced tubes has been devel- 
oped that can passively increase the condensation heat transfer 
coefficient by several hundred percent. This paper presents the 
results of an EHD-extraction phenomenon study to enhance 
condensation heat transfer using a smooth and an enhanced 
tube. 
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Experimental Setup 
An experimental apparatus was designed and built to study 

the EHD enhanced condensation heat transfer in a vertical con- 
figuration. Details regarding the experimental setup can be 
found from Wawzyniak (1993). The main loop consists of an 
evaporator, the vertical condenser, a flow meter, and a pump 
as shown in Fig. 1. The acrylic shell of the condenser measures 
1000 mm in length, 76.2 mm (3 in.) ID, and 88.9 mm (3½ in.) 
OD. Two 1 kW immersion heaters are utilized in the evaporator. 
To prevent heat losses, the entire main loop including evapora- 
tor and condenser is insulated with fiberglass. The cooling loop 
includes a recirculating chiller, a flow meter, and the condensa- 
tion tube. The chiller is capable of removing 4.5 kW heat at a 
fluid temperature of 20°C. The condensation surface tempera- 
ture is measured by 12 T-type (special limits of error) thermo- 
couples. The thermocouples are soldered into the tube wall. The 
thermocouples are ground down to be flush with the condensa- 
tion surface. The thermocouples are located at 100 mm, 300 
ram, 500 ram, 700 ram, 800 ram, and 900 ram, respectively, 
measured from the top of the condenser. At each height, two 
thermocouples are arranged 180 deg apart around the circumfer- 
ence. 

A 50 kV-5 mA DC power supply is employed to generate 
the required electric potential. The condenser tube, the rig con- 
taining the condenser, and the power supply are grounded 
through a common terminal board. Three acrylic spacers are 
employed to hold four brass rods (4.76 mm diameter, 915 mm 
long) over the condensation surface. The electrodes are soldered 
to these vertical rods and a high voltage cable is connected to 
these supporting rods. 

Refrigerant-113 is used as working fluid. It was chosen be- 
cause of its well-established properties (ASHRAE Handbook, 
Fundamentals, 1993) and because it is fairly easy to handle. It 
has a relatively high boiling point and is compatible with a 
wide array of common materials. However, R-113 is being 
phased out due to its high ozone depletion potential and global 
warming potential. Nevertheless, Sunada et al. (1991) showed 
that for EHD pseudo-dropwise condensation even better en- 
hancement ratios can be reached when using R-123, an environ- 
mentally much friendlier substance. The EHD phenomena can 
be realized with most dielectric fluids, including various refrig- 

erants. The two electric properties, conductivity and permittiv- 
ity, of a working fluid are the most critical properties directly 
affecting the EHD phenomena. The electric conductivity and 
electric permittivity of pure working fluid in this study were 
measured at 6.5 × 10-~2 S/m and 2.3 x 10 -11 F/m, respectively, 
at atmospheric pressure and 21°C. 

Prior to each test, the system was evacuated by means of a 
vacuum pump to remove the noncondensable gases. The tests 
were conducted at a constant vapor pressure slightly above 
atmospheric (106.80 kPa). A change in the heat transfer coeffi- 
cient due to the EHD-extraction phenomenon results in a change 
of the system pressure, which is then compensated for by vary- 
ing the heater input. 

The electrode design utilized during this study follows the 
one suggested by Yabe et al. (1985). The electrodes are made 
from brass rods (2.38 mm diameter), which are cold rolled to 
obtain a rectangular cross section of 1.4 mm by 3 mm. This 
procedure results in a more effective electrode with rounded 
edges, thus minimizing the possibility of electric discharge. The 
extraction section, characterized by a constant electrode-tube 
gap of 1.6 mm and an angle of 5 deg with the horizontal direc- 
tion, is set over one pitch (see Fig. 2). A total of eight electrodes 
is then built into the condenser to realize the extraction phenom- 
enon at various locations. The electrodes are spaced evenly over 
the length of the supporting rods at a distance of 110 mm 
between them. 

One smooth copper tube and one externally enhanced copper 
tube (Turbo CII®), both having an outer diameter of 19.05 
mm, were tested. The enhanced tube is manufactured by a cold 
forming process followed by a serrating operation. Thus, closely 
packed fins with a rectangular cross section of approximately 
0.3 mm × 0.5 mm and a length of 0.5 mm are created. 

The method of Kline and McClintock (1953) was used to 
determine the uncertainty of the calculated average condensa- 
tion heat transfer coefficients. For the smooth tube an uncer- 
tainty between 5.71 and 8.07 percent has to be considered. The 
higher heat fluxes encountered with the enhanced tube result 
in a smaller vapor-wall temperature difference and thus, an 
uncertainty in the condensation heat transfer coefficient ranging 
from 5.86 to 22.53 percent with an average value of 9.86 percent 
is found. 
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R e s u l t s  

The increase in the coolant temperature was less than 3°C 
over the entire length of the condenser for all cases. Hence, 
the heat flux can be assumed approximately uniform over the 
condenser tube surface. The local condensation heat transfer 
coefficient can then be determined by dividing the heat flux by 
the vapor-tube surface temperature difference at a given vertical 
location. The condenser tube surface temperature is obtained 
by averaging the two circumferential surface temperatures mea- 
sured at one vertical location. The average condensation heat 
transfer coefficient can then be computed by integrating the 
local condensation heat transfer coefficients along the length of 
the condenser. The results are given in terms of the average 
condensation heat transfer coefficient and Nusselt number, 
which is defined based on the outside diameter of the condenser 
tube. 

In this study, the film Reynolds number ranges from 200 to 
1250, thus indicating that the condensation occurs in the wavy 
laminar regime. Tests were conducted with and without the 
electrode setup in place to investigate whether the electrode 
spacers might act as skirts stripping the liquid from the tube, 
thus causing an increase in the heat transfer coefficient. The 
results without EHD enhancement, with and without the elec- 
trode setup installed, were identical, indicating that the spacers 
have no impact on the results. 

Initially, data were taken at voltages of 0, 4, and 6 kV. These 
values were selected because no significant enhancement was 
obtained below 4 kV, and for voltages exceeding 6 kV electric 
breakdown occurred. A comparison between the smooth and 
enhanced tube with and without EHD is given in Fig. 3. The 
data at 4 kV are not included in this figure for reasons of clarity. 
Without EHD, the condensation heat transfer coefficient of the 
Turbo CII® tube is 2.06 times higher than the heat transfer 
coefficient for the smooth tube at a temperature difference of 
6°C. The enhancement ratio reduces to 1.75 for a temperature 
difference of 10°C. The condensation heat transfer coefficient 
realized by combining EHD and the Turbo CII® tube is approxi- 
mately 4 times as high as for the smooth tube without EHD 
over the entire range of temperature difference. However, Fig. 
3 also shows that for low temperature differences (<4°C) a 
relatively high enhancement can be achieved by employing the 
Turbo CII ® alone. As the benefit of the Turbo CII ® tube de- 
creases with higher temperature differences, the importance of 
the EHD enhancement becomes apparent. For reasons of verifi- 
cation, the experimental data are compared to the Nusselt solu- 
tion for laminar condensation (Incropera and De Witt, 1990) 
and a well-established correlation by Kutateladze (1963) for 
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Fig. 3 Comparison of the condensation heat transfer coefficient as 
function of the temperature differences for tubes both with and without 
EHD 

wavy laminar condensation. The experimental data without the 
EHD effect compare favorably to the Kutateladze correlation 
due to the condensate film flow regime. 

The experimental data in terms of the film Reynolds number 
and heat flux are presented in Fig. 4. A correlation by Labuntsov 
(1957) for turbulent film condensation is included to illustrate 
the flow regime. From the figure, it can be deduced that the 
enhancement ratios for a given Reynolds number follow the 
same trend as for a given temperature difference, i.e., they 
decrease with higher Reynolds numbers for the smooth tube 
and increase for the Turbo CII® tube. By combining EHD and 
the Turbo CII® tube, a 6.1-fold enhancement is obtained over 
the tested range of film Reynolds number when the data for the 
smooth tube without EHD are used as the base case. 

Figure 4 also emphasizes that with a Turbo CII® tube the 
EHD-extraction phenomenon is realized more effectively than 
with a smooth tube. The reason for this can be found in the 
tube surface geometry. The fins of the Turbo CII® tube create 
an electric field with high localized nonuniformities. The elec- 
tric field created with a smooth surface, on the other hand, is 
relatively uniform directly at the tube surface. The body force 
density due to the electric field acting on the condensate is given 
a s  

where p ,  E, e, and p are electric charge density, electric field 
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Fig. 5 Comparison to previous studies 

strength, electric permittivity, and fluid density, respectively. 
Since no free charges are generated or introduced for the EHD- 
extraction phenomenon, the Coulomb force, which is the first 
term in the equation given above, is negligible. The second 
term, the dielectrophoretic force, describes the force due to 
spatial changes in the electric permittivity e. Due to the drastic 
change of the electric permittivity across the liquid-vapor inter- 
face, this term in conjunction with the last term will play the 
major role for the discussed situation. The last term in this 
equation, called the electrostriction term, quantifies the force 
created due to the inhomogeneity of the electric field. For the 
electrode design at hand - - a  narrow electrode placed over a 
large surface--this term will be of importance regardless of 
the surface geometry. Using the Turbo CII ® tube, however, 
additional nonuniformities in the electric field distribution are 
generated at the condensation surface, and thus the electrostric- 
tion force is increased. Furthermore, it is observed that the setup 
is less prone to electric discharge from the electrode when the 
Turbo CII ® tube is utilized. Note that electric breakdown will 
always be initiated at the energized electrode. Since the elec- 
trode-tube gap is the same for the two tubes, the electric field 
distribution around the energized electrode remains nearly un- 
changed. Hence, the initiation of breakdown is not affected by 
the local geometry of the grounded tube. 

Finally, Fig. 5 is included for the purpose of providing a 
general idea how this work compares to previous studies. It has 
to be pointed out that these studies involved various working 
fluids, different surfaces, and distinct testing procedures. The 
enhancement mechanism was the EHD-extraction phenomenon, 
except for Sunada et al. (1991), which dealt with EHD pseudo- 
dropwise condensation, and Yabe et al. (1986) and Yamashita 
et aI. ( 1991), which studied the combination of the EHD extrac- 
tion phenomenon and EHD pseudo-dropwise condensation. 
However, all previous studies were concerned with smooth con- 
densation surfaces. Figure 5 gives the enhancement ratio (con- 
densation heat transfer coefficient obtained with EHD over con- 
densation heat transfer coefficient without EHD) as a function 
of the applied electric field strength. Maximum results at a 
given film Reynolds number are given from this study. The 
combination of the EHD extraction phenomenon and the Turbo 
CII ® tube yields results that go far beyond that of previous 
studies based on the EHD extraction phenomenon using smooth 
tubes. Studies dealing with EHD pseudo-dropwise condensation 
using smooth tubes, however, produced enhancement ratios 
similar to those presented in this study. Nevertheless, it must 
be noted that the electrode designs necessary to initiate EHD 
pseudo-dropwise condensation can be expected to increase the 
pressure drop drastically across the condenser. 

The electric current does not exceed 40/zA for all conditions 
considered in this study. Thus, the electric power amounts to 

less than 0.24 W, corresponding to less than 0.08 percent of 
the exchanged heat. 
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Non-Darcy Effects in Natural 
Convection Heat Transfer in a 
Vertical Porous Annulus 
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Nomenclature 
b = inertial resistance coefficient, m 

C,,, Cf = specific heats of medium and fluid, 
respectively, J kg 1 K 
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d = diameter of the solid bead, m 
D = gap width of porous annulus = g, - r,,  m 

Da = Darcy number = K / D  2 
g = acceleration due to gravity, m s 2 [g+ = 

gD3/(ce], Ra*2)] 

h = heat transfer coefficient, W m 2 K -  
k,,, = effective thermal conductivity of  porous 

medium, W m-t  K- 
K = permeability of  the porous medium, m 2 
L = height of porous annulus, m 

Nu,,  Nu,,, = local and average Nusselt numbers (Nu, = 
hxD/km) 

P = normalized pressure = P D  2~(pica,I, Ra .2) 
Pr,,, = Prandtl number of the porous medium = u¢./ee,,, 

r~, ro = inner and outer radii of the annulus. 
respectively, m 

r = normalized space coordinate = r / D  
Ra* = modified Rayleigh number = g/3(~v - T . ) K D /  

(usa,,,) 
t = normalized time = c~,,,i- Ra* /D  2 

T = normalized temperature = ( T  - T,,)/(7~, - T~) 
u = normalized velocity in x direction = D f f / ( % ,  

Ra*)  
v = normalized velocity in r direction = 

~_L(_g~_Ra * ) 
V : ~/U 2 -~- 1) 2 

x = normalized space coordinate in vertical 
direction = ~V/D 

a,,, = thermal diffusivity of  porous medium = k,,,/ 
( C f p f ) ,  m2 S 1 

/3 = isobaric coefficient of thermal expansion of 
fluid, K -~ 

e = porosity 
# '  = apparent viscosity; #* = (#' / /ue) 

= kinematic viscosity, m 2 S- 
Pm, Py = densities of porous medium and fluid 

respectively, kg m 3 

( P C )  + = p, , ,C, , / (P~G) 
= b / D  

~b = normalized stream function = ~/(Dce , . )  
= normalized vorticity function = ~D z/(~,,, Ra*)  

Subscripts 

a = ambient 
f = fluid 
w = at the wall, i.e., at r = ri 

Introduct ion  

The study of flow and heat transfer characteristics in porous 
media finds applications in varied fields such as geothermal 
operations, heat loss estimation in thermal insulation, packed 
beds used in chemical reactors, metal processing in a blast 
furnace, etc. The theoretical investigation of Minkowycz and 
Cheng (1976) illustrates the effect of  permeability of the porous 
medium as characterized by Darcy's  law. Boundary effects of 
the veloci ty  profiles near the rigid wall were included in the 
analysis by some of the investigators (for example, Vafai and 
Tien, 1981 ). It has been observed that the boundary and inertia 
effects are more pronounced in high-permeability porous media. 
The problem of natural convection in a vertical porous annulus 
has been studied experimentally and theoretically by Prasad and 
Kulacki ( 1984, 1985) and Prasad et al. (1986) covering good 
range of  Rayleigh numbers and aspect ratios. Their experimental 
data indicate effects of curvature and Prandtl number on temper- 
ature profiles and on Nusselt numbers. Another important pa- 
rameter, the inertial (or, turbulent) resistance coefficient, origi- 
nally used in theoretical studies on forced flow of fluids through 
packed beds (Choudhary et al., 1976), has found its application 

in studies in natural convection as well (Jonsson and Catton, 
1987) at high Rayleigh numbers. Kaviany and Mittal (1987) 
conducted experiments to study the natural convection heat 
transfer from a vertical plate to polyurethane foam saturated 
with air. 

It is felt from the studies of various authors cited above that 
there is a need for an analysis of the present problem considering 
a generalized model so as to obtain accurate results at both low 
and high Rayleigh numbers. Also, it is intended to present the 
effects of various parameters in the form of explicit expressions 
based on computer results. 

Phys ica l  Mode l  and P r o b l e m  F o r m u l a t i o n  

The physical model considered is a vertical cylindrical 
annulus with inner radius F/, outer radius vo and height L and 
filled with a saturated porous medium. The gap width is D,  
where D = g, - ~ .  The inner and outer vertical walls of the 
annulus are maintained at constant temperatures T,~ and T,,, 
respectively, where ~,, > T,,. The adiabatic condition of heat 
flow is maintained at both the bottom and top boundaries at x ~ 
= 0 and at x = L, respectively, for ~ -< r -< to. The transport 
and heat transfer processes in the porous annulus are governed 
by the following normalized energy and momentum balance 
equations, with the use of  Boussinesq approximation (Choud- 
hary et al., 1976; Jonsson and Catton, 1987): 

OT OT ( p C )  + _OT + u - - + v - -  
at  Ox Or 

1 {lO (roT  
- R a *  f o r k  c~rJ + OxZJ (1) 

Ou u Ou 

Ot e Ox 

Ov u Ov 

Ot e Ox 

v Ou oP  e Pr,. 
+ . . . .  e - - -  g+ + ( T -  u)  

e Or Ox Da Ra* 

Da Ra* r Or r o r  + OxZJ (2) 

v Ov OP e Pr,,, eq~ 
+ . . . .  e v - -  - - v V  

e Or Or Da Ra* Da 

Ra* 7 07 r o t  + Ox2J (3) 

Vorticity ~ in dimensionless form is defined as ~ = (Ou/Or) - 
(Ov/Ox) and the momentum balance Eqs. (2) and (3) are com- 
bined to give the following equation in vorticity: 

° A + - " ° A +  - - -  - 1 + 
Ot e Ox e Or Da Ra* 

# * e P r , , , { ~ 0  ( _ ~ )  
Ra* O7 r + - -  

02~ 1 0 v  "[ 
O X  2 r 2 0 x  l 

Da V Ox V Or r V  J 

The dimensionless stream function ~b is defined as shown below 
satisfying the equation of  continuity: 

00. 00 
rv - (5) 

ru = Or Ox 

Making use of Eq. (5) ,  the following relation between ~ and 
q, is obtained: 
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Fig. 1 Comparison of the present theory with the experimental data of 
Prasad et al, (1986) for the case of a long cylinder with (L/D) = 11.08 

r~ - 02~0 1 0~0 + 02_____~ (6) 
Or 2 r Or Ox 2 

Initial and boundary conditions in dimensionless form (condi- 
tions stipulated at various boundaries for the stream function 
and vorticity ~ in dimensionless form are also included): 

t = 0 :  u = v =  T = O  

for O - < x ~  (L/D)  and for r ~ - < r - <  ro 

For ' t  > 0 and for 0 < x <- (L/D):  

At r =  r~: u = v =  ~0 = 0  and T =  1; 

&0 
At r = r o :  u = - - = ~ = T = 0  

Or 

OT 
At x = 0 ,  -fffx = ~ b = 0 ;  

At x = (L /D) ,  O0 OT= ~ = 0 ( f o r r i  < r < r,,) (7) 
Ox Ox 

In Eq. (7),  the boundary condition at the upper boundary, x = 
(L /D) ,  is prescribed based on a discussion presented by Roache 
(1985) on boundary conditions for vorticity and stream func- 
tions. 

The local heat transfer coefficient at the wall (P-= ~)  is 
defined by the equation 

orOT ~:~, -k , ,  -7- = hx(~v - Ta) (8) 

following which the local Nusselt number is obtained from the 
equation 

OT = Nux (9) 
O F  at  r = r  i 

Method of Solution 
The unsteady-state energy and vorticity equations in dimen- 

sionless form (Eqs. (1) and (4))  are numerically solved by the 
Alternating Direction Implicit (ADI) method (Roache, 1985; 
Angirasa and Mahajan, 1993). This method gives the values of 
dimensionless temperature T and vorticity ~ at all grid points 
after each time step (At ) .  Making use of the new values of 4, 
the stream function ~0 and the u and v velocities are obtained 

from Eqs. (6) and (5),  respectively. The Successive Over Re- 
laxation (SOR) method is used for the solution of Eq. (6).  The 
solution procedure for successive time steps is continued until 
steady-state results are obtained. Local Nusselt numbers Nux 
are computed, making use of Eq. (9).  Using these local values, 
an integrated average Nusselt number Nu~v is computed by 
Simpson's rule. The stability and consistency of the results are 
ascertained by subjecting the results to a grid-independence test 
and an iteration-convergence test in the cases of the ADI method 
and the successive overrelaxation method, respectively. 

Results and Discussion 

Results are obtained to study the effects of the parameters 
Ra*, (L/D)  ratio, ri, Prm, and Da on the velocity and tempera- 
ture profiles and on Nusselt numbers. From the numerical results 
it is observed that the effect of Prandtl number Prm on Nusselt 
numbers is significant when Ra* > 100 and Da > 10 -5. Fur- 
ther, the effect of the inertial (or turbulence) resistance parame- 
ter 05 on Nusselt numbers is found to be significant at low 
Prandtl and high Darcy numbers. A comparison of the present 
theory is shown in Figs. 1 and 2 with the experimental data of 
Prasad et al. (1986), and Prasad and Kulacki (1985) for the 
cases of long and short cylinders, respectively. Numerical re- 
sults are recast in the form of expressions for average Nusselt 
number as a function of various system parameters, by means 
of nonlinear regression analysis: 

For 05 = 0 and for Ra* < 200: 

Ra* ..... ( L ~  -°z79 
Nu,,v = 1.2757 \D/  

1]0"382( e ~0.00~4 

× (1 + 7// \pr-S--CaJ (10,,) 

For 05 = 0 and for 200 < Ra* < 2500: 

Ra* ..... ( ~ )  0.334 

Nu,v = 0.5685 

× 1 + r i /  \Pr , ,  D a /  (10b) 

Exptal. data of Prasad and Kulacki (1985) for (UD)=I 
103 d, mm s Kxl08 

O glass-water 6 0.3698 2.550 
Q glass-water 3 0.3514 0.516 ..O,,. O 

z 

• D Q D  

~ 0  ' Present theory 
- - - -  Prasad and Kulacki (1984) 

103 

10 z 103 

Modified Rayleigh number, Re" 

Fig. 2 C o m p a r i s o n  o f  t h e  p r e s e n t  t h e o r y  w i t h  t h e  e x p e r i m e n t a l  d a t a  
o f  P r a s a d  a n d  K u l a c k i  ( 1 9 8 5 )  f o r  the" c a s e  o f  a s h o r t  c y l i n d e r  w i t h  
(L/O) = 1.0 
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For ~b > 0 and for 500 < Ra* < 2500 and Da > 10 5: 

/ r \  0.368/ 2 /0 .196 
Nu,,v= 1.013Ra*"2~6/5 ) t l + r, /  

X I + ( I f )  
\Prm D a /  k ~ a J  

These regression equations agree with the numerical results 
within a standard deviation of 6 percent for the following range 
of parameters: 1.0 -< (L/D) -< 15; 0.07 -< r~ -< 40; 0.04 -< Prm 
-< 50; and 4 × 10-7 _< Da <_ 2 × 10 -4. 
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Nomenclature 

f,w = friction factor at porous wall 
.f,,v = friction factor at solid wall 
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H = channel height 
L = total channel length 
n = direction normal to wall 

Nu = Nusselt number 
Pr = Prandtl number = vice 
Re = inlet flow Reynolds number = U,,H/v 

Re,,, = mean flow Reynolds number = UmH/v 
Re,~ = wall suction Reynolds number = V,,H/u 
u, v = dimensionless velocity components 
Um = mean velocity at x 
u,,, = dimensionless mean velocity at x 
V,, = wall suction velocity 

x, y = dimensionless coordinates 
x + = dimensionless axial coordinate = x/Re 

0 = dimensionless temperature 
0,,, = dimensionless bulk mean temperature 

Introduction 

The heat transfer and fluid flow in the entrance region of 
a semiporous channel is of importance in many engineering 
applications such as nuclear reactors, turbine engines, combus- 
tion chambers, solar collectors, and electrochemical systems. 
Detailed reviews of porous-walled-passage flow and heat trans- 
fer can be found in Raithby ( 1971 ), Rhee and Edwards ( 1981 ), 
and Jen (1994). Only papers closely related to the present study 
are reviewed here. 

Rhee and Edwards (1981) presented the first study concern- 
ing heat transfer in the hydrodynamic and thermal entrance 
region of a semiporous channel. A tail-end-plate configuration 
was used and the parabolized governing equations were solved 
numerically. It is worth noting that their results are limited to 
the case where there is no flow reversal, and where the effects 
of axial diffusion and conduction are neglected. Soong and 
Hwang (1990) investigated the laminar mixed convection prob- 
lem of a radially rotating semiporous channel. A dosed-form 
solution for the fully developed regime was found. Accounting 
for the fluid flow in the porous wall, Abdel-Rahman et al. 
(1991) studied the heat transfer and fluid flow in the channel 
and duct with wall injection. They show that the effect of fluid 
flow in the porous wall may become significant when Darcy 
number is large. This effect will be neglected in the present 
study. Recently, Hwang et al. (1993) presented a three-dimen- 
sional numerical analysis in the entrance region of a square duct 
with injection or suction at one wall. However, because the 
parabolized equations were used, the results are limited to cases 
without flow reversal. Typically, wall transpiration cooling 
channels have low aspect ratios (where aspect ratio is defined 
as spacing divided by length) (e.g., Moskowitz and Lombardo 
( 1971 ) and Raj (1983)) .  Thus, a two-dimensional analysis can 
be useful for understanding the convection mechanism of a 
semiporous channel. 

A numerical analysis has been performed for the simultane- 
ously developing laminar flow and temperature fields in the 
entrance region of a semiporous channel. Both constant wall 
temperature and constant wall heat flux thermal boundary condi- 
tions are considered. A vorticity-velocity method successfully 
developed for two-dimensional flow by Farouk and Fusegi 
(1986) is used for the present study. Note that this formulation 
can be extended directly to three-dimensional parabolic flow as 
shown by Chou and Hwang (1987) and Jen et al. (1992). The 
power law scheme (Patankar, 1980) is employed to solve the 
governing equations for the flow and temperature fields. Unlike 
previous studies (Rhee and Edwards, 1981; Hwang et al., 
1993), the axial diffusion terms in the momentum equations 
and the axial conduction term of the energy equation have been 
retained. Jen (1994) has shown that a significant error can be 
introduced in the entrance region when these terms are ne- 
glected. Furthermore, instead of making the parabolic flow as- 
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Fig. 1 Development of axial velocity profiles 

sumption as in Rhee and Edwards (1981) and Hwang et al. 
(1993), fully elliptic governing equations are used here. This 
allows results to be obtained for regions with flow reversal. The 
effect of fluid flow in the porous wall is neglected here, even 
though this may become significant when Darcy number is 
large. A coordinate transformation technique is used to handle 
the boundary condition far downstream (see, Jen, 1994, for a 
detailed description). The effects of wall suction and heating 
are examined. The local friction factor and Nusselt number are 
presented as a function of axial position. It is seen that they are 
strongly affected by wall suction and heating. When wall suc- 
tion is strong enough, flow reversals are observed. Comparisons 
with existing theoretical and experimental results are also pre- 
sented. 

Results and Discussion 
Consider the steady, laminar, developing convection flow in 

a parallel channel with top wall suction, and solid bottom wall. 
A uniform inlet axial velocity and a constant inlet temperature 
are imposed at x = O. Each channel wall is either under constant 
wall temperature or uniform wall heat flux conditions. The flow 
is assumed to be steady, constant-property, and incompressible. 
Viscous dissipation, compression work, and buoyancy are ne- 
glected. Details of the physical configuration, formulation, and 
numerical procedures used here can be found in Jen (1994), 
and will not be repeated here. 

The computed results are first compared to theoretical results 
for the fully developed flow and heat transfer case with fully 
porous walls (i.e., both walls are porous). For a suction rate of 
Rew= 2 and Pr = 0.7 fluid, f Rein is found to be 24.87, and Nu 
= 4.8 for the constant wall heat flux case. These are in excellent 
agreement with the data presented by Raithby (1971). 

Because of the lack of experimental data in the developing 
region, the present numerical analysis has been compared with 
the only existing fully porous channel flow data (Raithby and 
Knudsen, 1974). With reference to Jen (1994), the agreement 
is seen to be excellent. 

The present numerical analysis is also compared to theoretical 
results presented by Eckert et al. (1957) and Soong and Hwang 
(1990) for fully developed flow in semiporous channels. Again, 
with reference to Jen (1994), it is found that the agreement 
with the published theoretical results of Eckert et al. (1957) 
and Soong and Hwang (1990) are excellent for Re~ up to 6. 
For a larger suction rate, Rew= 10, the agreement is still reason- 
ably good. Increasing the portion of the domain where there is 

suction and increasing the number of axial grid points change 
the results by an almost imperceptible amount. This suggests 
that the flow becomes fully developed very slowly. A measur- 
able increase in computational domain size still does not yield 
a flow field that agrees with the analytical results for the fully 
developed case. This is in agreement with the results of Hwang 
et al. (1993), where it is shown that the flow is not quite fully 
developed at Rew= 10. 

The present numerical analysis is compared to Rhee and 
Edwards (1981) where a marching technique was used for the 
simultaneously developing laminar convection in the entrance 
region. The velocity and temperature profiles for the constant 
wall temperature case of Rew= 6.0 (not shown) are in excellent 
agreement with their results except very near the inlet (i.e., X~ 
L = 0.02). This is because the present analysis includes the 
effect of axial diffusion and axial conduction. 

Profiles of the developing axial velocity, U/Um, shown at 
different axial locations can be found in Jen (1994). Only one 
case, with flow reversal, is discussed here. For pure forced 
convection without suction, the axial velocity profile is symmet- 
ric about the y = ½ plane. Wall suction has a clear effect on the 
velocity profiles. For Re = 500, Rew= 50, the axial velocity 
profile, U/Um, has been plotted on Fig. 1 for five axial locations 
starting from very near the entrance of the channel, x ÷ = 3.20 
X 10 -4, to a location with flow reversal, x + = 1.59 x 10 -2. It 
can be seen that the velocity profile is fairly uniform near the 
inlet. In the entrance region, the large flow resistance near the 
wall tends to accelerate the flow near the core region, the so- 
called "hydrodynamic center." Although the two curves near- 
est the inlet do not show significant distortion in the axial veloc- 
ity profile, as the flow develops, the large suction rate distorts 
the axial velocity significantly. This is reflected by the increased 
top wall axial velocity gradient at the downstream axial location, 
x + = 5.27 X 10-3. In contrast to this, the velocity gradient near 
the solid wall is significantly decreased. At x ÷ = 9.67 x 10 -3, 
the velocity gradient near the solid wall approaches zero. For 
larger x +, flow reversal occurs. Note that no fully developed 
region is observed in this case. 

Figure 2 shows the local friction factor distribution at various 
axial locations for porous and solid walls. The parameters used 
in this figure are Re = 500 and Rew= 2, 10, 20, and 50. It can 
be seen from Fig. 2 that fp~Re,, increases with the suction rate. 
The suction effect at the porous wall results in a larger velocity 
gradient near the top wall (see Fig. 1 ). For the largest suction 
rate, Rew= 50, the porous wall friction factor increases signifi- 
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Fig. 2 WaU Reynolds number effects on friction factors along the axial 
direction 
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Fig. 3 Wall Reynolds number effects on Nusselt numbers along the axial 
direction 

cantly, with flow reversal occurring at the bottom wall when 
f ,  wRe,, reaches about 100. It can be seen that stronger suction 
rates at the porous wall cause the solid wall friction factor to 
decrease faster. Flow reversal occurs for the largest suction rate 
(i.e., Rew = 50) at x + -~ 0.008, where the solid wall friction 
factor becomes zero. At low suction rates, as the mass flow in 
the axial location decreases along the channel, total fluid extrac- 
tion will result at some axial position when mass flow goes to 
zero. In these cases (i.e., for Rew from 2 to 10), no flow reversals 
are observed. However,  for a larger suction rate, flow reversal 
will occur near the solid wall for the small axial velocity case 
due to the inability of the fluid to adjust for the large amount 
being extracted at the porous wall (Hwang et al., 1993). The 
flow reversal locations are seen to move upstream as the suction 
rate increases, in agreement with the results presented by Hwang 
et al. (1993).  

The effect of  Rew on Nusselt numbers along the axial direc- 
tion for Re = 500 and Pr = 0.7 in the entrance region for 
constant wall heat flux case is given in Fig. 3 (a ) .  As can be 
seen, heat transfer increases as the suction rate increases. The 
Nusselt number approaches infinity when the suction rate is 
greater or equal to 10. This is because the bulk mean tempera- 
ture is equal to the porous wall temperature. Thus, the first term 
of the Nusselt number (defined as (O0/On)pwl/(O,,  - Opw)) 
tends toward infinity (see Jen, 1994, for detailed discussion). 
A suction rate increase from 2 to 50 results in an increase in 
the heat transfer rate of more than 25 percent at x + = 10 -3. 
The effect is even larger farther downstream. 

The effect of  wall suction on the Nusselt numbers in the axial 
direction for the constant wall temperature case is demonstrated 
in Fig. 3(b) .  Similar to the constant wall heat flux case (i.e., 
Fig. 3 ( a ) ) ,  the heat transfer rate increases as the suction rate 
increases. For a suction rate of Rew = 50, the increase in Nusselt 
number at x + = 0.001 is more than 50 percent, in comparison 
to the Nusselt number at Rew = 2. The amount of increase is 
larger further downstream. It is worth noting that for this case, 
the Nusselt number does not go toward oo because the bulk 
mean temperature of  the fluid is always greater than the porous 
wall temperature. 
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A Perturbation Solution for a 
Nonthermal  Equi l ibr ium Fluid Flow 
Through a Three-Dimensional  
Sensible Heat Storage Packed Bed 

A. V. Kuznetsov 1 

Nomenclature 
a 4 = specific surface area common to solid and fluid 

phases, mZ/m 3 
cl, = specific heat at constant pressure, J k g  -1 K -1 

hw = heat transfer coefficient at the porous bed walls, 
W m -2 K -I 

hsf = fluid-to-particle heat transfer coefficient between 
solid and fluid phases, W m -2 K -1 

t i  = length of the packed bed (in xl-direction), m 
t = time, s 

T = temperature, K 
v = velocity of the fluid phase, m s-  

Xl, xz, x3 = Cartesian coordinates, m 
( . . . )  = local volume average 

e = porosity 
h = thermal conductivity, W m -1 K -~ 

~ = dimensionless coordinates 
19 = dimensionless temperature 

A19 = dimensionless difference between temperatures 
of the solid and fluid phases 

p = density, kg m -3  

r = dimensionless time 

Subscripts and Superscripts 
eff = effective property 
f = fluid phase 
in = inlet 
0 = initial 
s = solid phase 

1 Introduction 
The investigation of a nonthermal equilibrium fluid flow 

through a porous packed bed is of permanent interest. This is 
because of the important applications of porous packed beds, 
such as the storage of heat energy. In recent works by Stzen 
and Vafai (1990), Vafai and S0zen (1990a, b), Stzen et al. 
( 1991 ), and Amiri and Vafai (1994), a set of volume-averaged 
governing equations for nonthermal equilibrium, condensing, 
forced fluid flow through sensible and latent heat storage beds 
is presented and comprehensive numerical analyses of the phe- 
nomena are carried out. Analytical studies of the phenomena 
are presented by Amundson (1956a, b), Arpaci and Clark 
(1962), Hung and Nevins (1965), Jang and Lee (1974), Burch 
et al. (1976), Riaz (1977), and Spiga and Spiga (1981). 

An investigation of a heating process of a semi-infinite 
packed bed based on the perturbation analysis of the full energy 
equations for the solid and fluid phases has been recently pre- 
sented by Kuznetsov (1994). In the present analysis the consid- 
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erably more complicated case of the three-dimensional porous 
packed bed is considered for the step response. 

2 Physical Model and Governing Equations 
A three-dimensional porous packed bed is filled with the 

incompressible fluid and is initially at a uniform temperature, 
To. The fluid flows in the X 1 direction; the peripheral walls (x2 
= _+L2, x3 = -+L3) are heated by a fluid with a constant tempera- 
ture, 75n. At the instant t = 0, fluid at a higher temperature, 
Tin, is suddenly allowed to flow through the packed bed. In 
establishing a model for analyzing this problem, the following 
assumptions and simplifications are employed: The fluid phase 
is incompressible and the mass flow rate at every cross section 
of the packed bed is constant; thermal, physical, and transport 
properties are constant; heat transfer is three dimensional and 
fluid flow is one dimensional; the dimensionless solid phase 
temperature differs from the fluid phase temperature by a small 
perturbation: 

o,, = Os+ ~AO (1) 

where 6 is a dimensionless small parameter. 
Following S6zen and Vafai (1990) and Vafai and S6zen 

(1990a, b), the effective thermal conductivity in both phases 
is assumed isotropic and constant. 

Following the perturbation analysis presented by Kuznetsov 
(1994) it is easy to show that under this set of assumptions 
the dimensionless fluid phase temperature is governed by the 
following eqiaation: 

oo: + OOs ~ O~Os 
aT - ~ -  = i = l - ~ -  + O ( a )  (2) 

and the dimensionless temperature difference between the solid 
and fluid phases is governed by the following equation: 

A® 0®: + 11 0®: -- ~ 020s (3) 
= 0~ - ~ -  - A: 0 ~  

i=I 

In Eqs. ( I ) - (3) the following dimensionless variables are uti- 
lized: 

Temperature 

19 75.-  T 
7 5 . - T o '  

where 75. is the inlet temperature of the fluid phase and To is 
the initial temperature of the packed bed, 

Coordinates 

~, - (ps)S( cz'):(v:) x , ,  

Time 

[ (ns)S ( cp)s(V:) ] ~ 
7" = t, 

[c(pf)Y(cp)s + (1  - e ) (p ,~) " (cp)~ ] (k :~ f f  + k,~ff) 

and the dimensionless parameters 

A~ = c(Pf)Y(cP)f + (i - e)(ps)~(cr)s 
c(::/( C:)s 

A2 = k:~fde(p:):(cj,): + (I - c)(p.,)S(cp),] and 

4ps)S ( c;,):[h:o. + X, orf] 
1 e[(ps)S(c,,):]3(v:) 2 

h.,sG: [ e(ps)f ( c?): + (1 - c )(p.,)'( c,).,]( ks~ff + X, off) 

3 Solution and Analysis 
For the function ®:, initial and boundary conditions discussed 

in the beginning of the previous section can be written in the 
following form: 
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O:((,, ~ ,  ~3, o) = 1 (4) 

00: 
Of(O, ~2, ~3, r )  = 0, - ~ -  (R,, (2, ~3, ~-) = 0 

oo~ 
a& (~'' ±R:, ~ ,  r) = -~OA~,, ±R:, ~,  . ) ,  

00~ 
,9~ (~'' ~2, ±n3, r) = YaOA~, ~ ,  ±R3, r) 

where 

R, = (p:)f(c,,).:(vf)L/(kf~. + ~kseff) (i = 1, 2, 3) 

o~ = hw/[ (p:): ( c,,):(v:) ]. 

The zero temperature gradient at ~ = R~ (Eq. (5))  means 
that it is assumed that the temperature of the fluid does not 
change after the fluid leaves the packed bed and there is no 
temperature jump at the outlet boundary. 

The solution of Eq. (2) with corresponding initial and bound- 
ary conditions ( 4 ) - ( 7 )  can be obtained as the product of the 
solutions of the pertinent one-dimensional problems: 

3 
O:ff,, ~,  ~,  r) = [I  w,(~,, r) (8) 

i~l 

The function w l (~,, r )  is the solution of the following equation: 

Owl. + Ow__ 2 = --02w~ (9) 
Or 0~, 0 ~  

with its corresponding initial and boundary conditions 

Owl 
w1(~1,0) = 1, w,(0,7-) = 0, - ~ - ( R i , ~ - )  = 0 (10) 

The functions wj(~j, ~-) ( j  = 2, 3) are the solutions of the 
following equations: 

Ow: _ 0 2w s ( 11 ) 

with their corresponding initial and boundary conditions 

Owj 
Wj(~j ,  O) = 1, -~s (0, 7-) = awj, 

Ows (Rj, "r) = - a w j  (12) 
o¢j 

The solution of the problem ( 9 ) - ( 1 0 )  is obtained using the 
classical Fourier method as 

w,= ~ C , , e x p ( ~ ) e x p [ - ( ~ + b ] ) r ] s i n ( b , ~ , )  (13) 
tt= l 

where b,, are the positive solutions of the transcendental equa- 
tion 

tan b,,Rl = -2b,, (14) 

and the series coefficients in Eq. (15) are 

b,, 
1/4 + b~ 

C,, = (15) 
R, sin (2b,,R~) 
2 4b. 

~=5 

(5) 5 / / /~0 .388"- '~ ,  

//A:-'-, 
(6) 

37 

(7) ~ o 

and 

-5 ~ 10 1'5 zo 

%=12 

0.05; 5,0 .16 0.216 

/ 

! 
5 10 15 20 

Fig. 1 Space distribution of dimensionless temperature difference, ~ O ,  
for ~3 = 0 

The solutions of the problems ( 1 1 ) - ( 1 2 )  are presented by 
Carslaw and Jaeger (1959) as: 

2a cos (y,,,~j) e x p [ - y ] , r ]  (16) 
ws = ,  , [(c~ 2 + ~ , )R j  + cd cos (e,,,Rj) 

where %, are the positive solutions of the transcendental equa- 
tion 

Ym tan T,,Rj = o~ (17) 

Finally, utilizing Eqs. (8),  (13), and (16), the solution for the 
dimensionless fluid temperature ®f is 

O f =  ~ 4ot2C,,exp [ ~ - ( ~ +  b ] +  y,2. + Y~)~-] 
tl.m,k= ] 

sin (b,,~l) cos ('Y,,,~2) cos ('Yk~3) 

"" [(Or 2 + T],)R2 + ot][(oz 2 + T~)g3 + a] COS (T,nR2) cos (Tt~R3) 

(18) 

where the coefficients b,,, C., and y,.,k are determined by Eqs. 
(14), (15) and (17). 

The dimensionless temperature difference between the solid 
and fluid phases can now be found from Eqs. (3) and (18) as 
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A o =  Z 
n ,m,k= l [(ce 2 + T~)R2 + a ] [ ( a  2 + T~)R3  + a ]  c o s  ( 'ymR2) c o s  (TkR3)  

x - ~ + -~- - -~- + (A2 - 1)(b~ + y ~  + y~)  sin (b .~ , )  + (A~ - a~)b. cos (b.(1)  (19) 

Figure 1 depicts the space distributions of the dimensionless 
temperature difference calculated utilizing Eq. (19) for R~ = 
20, R2 = 5, R3 = 10, O/ : 0 .5 ,  A i  = 7 and A2 = 1.4. These 
values of A1 and A2 correspond to the following ratios of the 
thermophysical properties: (cp)i(&) f = 0.5(cp).~(p,) ~, ~feff = 
0.25ks,ff and e = 0.25. This figure clearly shows that the temper- 
ature difference forms a thermocline. This thermocline has a 
local maximum. Analyzing the form of the thermocline for 
different moments of time, it can be seen that its local maximum 
moves downstream and its amplitude decreases as time in- 
creases. 

4 C o n c l u s i o n s  

The step response of a three-dimensional porous packed bed 
in nonthermal equilibrium is considered. The analytical solution 
for the problem is obtained by using the perturbation technique. 
It is shown that the temperature difference between the solid 
and fluid phases forms a thermocline. This thermocline has a 
local maximum and its amplitude decreases while the thermo- 
cline propagates downstream. 
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Conditionally Sampled Turbulent 
Prandtl Number in the Outer Region 
of a Turbulent Boundary Layer 

D. E. Wroblewski  1 

Introduction 
Much of the interest in turbulent Prandtl number models for 

boundary-layer flows has concentrated on the near-wall region, 
since predictions of wall heat transfer are most sensitive to near- 
wall transport. Reviews of turbulent Prandtl number data and 
modeling approaches were provided by Kays (1994), Reynolds 
(1975), Kestin and Richardson (1963), and Launder (1976). 
Despite the critical need for near-wall models, an understanding 
of the behavior of Pr, in the outer region of the boundary layer 
may help to illuminate mechanisms of passive-scalar transport 
associated with large-scale mixing. This may be directly appli- 
cable to flows in which passive contaminants are introduced in 
the outer layer of boundary-layer flows, and indirectly relevant 
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to transport processes in free-shear turbulent flows such as jets 
and wakes. 

Studies of turbulent Prandtl number in air flow have been 
carried out by, among others, Kays (1994), Johnson (1959), 
Simpson et al. (1970), Subramanian and Antonia (1984), Gib- 
son and Verriopoulos (1984), Blair and Bennett (1987), Wro- 
blewski and Eibeck ( 1991 ), and Kim et al. (1992). These have 
shown Pr, is generally between 0.8 and 1.2 for y / 6  < 0.6, with 
values between 0.86 to 0.9 often chosen for simulations in 
which Pr, is assumed constant. A majority of the investigations 
also indicated a decrease in Pr, for y / 6  > 0.6. Although this 
behavior is sometimes ignored due to experimental uncertainty, 
typically Pr, 2 0.2 or higher, the prevalence of this drop in 
recent experimental and numerical studies suggests otherwise. 

The experimentally observed decrease in turbulent Prandtl 
number was matched using a combined diffusion-convection 
model for the Reynolds heat flux (Simpson et al., 1970). The 
heat-flux model included both gradient transport, due to small- 
scale eddy mixing, and convective transport, due to larger-scale 
eddy mixing, while momentum transport was modeled as gradi- 
ent transport only: 

or 
- - ~  = •m ~y Vj, Oh; -u--~ = e,,, Oy ' 

_ _  OT 
b l l ) - -  

Oy e,,, 
P5 - - -  - ( 1 ) 

vO cg_U c,. - VhOJ(OTlOy)  

Oy 

where Vh is a convection velocity, Oh is some characteristic 
temperature scale, and the overbar denotes time averaging. Note 
that the diffusive component was assumed to be governed by 
the same diffusivity for both heat and momentum, e,,. In 
applying this model, Simpson et al. (1970) assumed that 0h 
was related to the mean temperature gradient through a mixing 
length, 0h = I I OT/Oyl ,  so that overall heat transport was still 
governed by gradient diffusion. According to Reynolds ( 1975 ), 
it is unlikely that bulk convection, occurring over large length 
scales, can be adequately represented by gradient diffusion. 
This paper describes an analysis involving the use of Eq. ( 1 ) 
(Simpson et al., 1970) to match experimental data, without 
retaining the mixing length approach for the convective trans- 
port component, VhOh. The objective of this effort was to further 
illuminate the roll of large-scale convective transport in the 
wake region of a boundary layer. 

Conditional Sampling 
In intermittent regions of the boundary layer, conventional 

time-mean quantities include contributions from the nonturbu- 
lent, free-stream flow, as well as the turbulent flow inside the 
boundary layer. Conditional sampling with zone averaging was 
employed to isolate the turbulent zone contributions. For exam- 
ple, the turbulent zone average (denoted by the tz subscript) 
for the temperature was found from 

L 1 fie = - -  r ( t ) l ( t ) d t  (2) 
,yt r 

where tp is a sampling period, I ( t )  = 1 in the turbulent zone 
and I ( t )  = 0 in the free stream, and 3' is the time-mean value 
of I ( t ) .  Turbulence quantities, such as the Reynolds stresses 
and heat fluxes, were determined based on the zone averages, 
e.g., Otz(t) = T ( t )  - Ttz. 

The temperature signal was used to determine the internfit- 
tency, since, compared to the velocity signal, it presented a 
clearer indication of the turbulent/non-turbulent interface (An- 
tonia and Browne, 1987). The resulting intermittency was used 
for conditional averaging the velocity as well as the temperature. 
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Eddy diffusivity for heat, eh, and eddy viscosity, ~m: conventional Fig. 1 
average (en, era) and turbulent-zone average (en,~, era,=). Error bars repre- 
sent uncertainty (95 percent confidence). Lines are calculations based 
on Eq. ( I ) .  

A simple threshold level approach was employed here to deter- 
mine the intermittency: 

T(t)-<T=+k,;  l ( t )=O;  T ( t ) > T = + k t ;  l ( t ) =  1 (3) 

where k, is the threshold level and T= is the free-stream tempera- 
ture. The threshold level was set to twice the rms level of free- 
stream fluctuations, which were due to signal nois._~ and not 
actual temperature fluctuations. Calculated values of vO,~ showed 
some sensitivity to the choice of k,, with variations of _+7 per- 
cent when k, was varied over a range from one-half to twice 
the chosen level. This sensitivity, along with the smaller sensi- 
tivities calculated for fi~,~, T,~, and O,~, were incorporated into 
the uncertainty analysis. A more detailed discussion of the con- 
ditional sampling, along with comparisons of the intermittency 
results with standard models, is provided by Wroblewski 
(1994). 

Resul ts  

The experimental data considered here were obtained in the 
U.C. Berkeley Convective Boundary Layer Facility, featuring 
a constant area cross section (slight favorable pressure gradient) 
and a constant-heat-flux boundary condition. Details of the facil- 
ity and instrumentation system can be found from Wroblewski 
and Eibeck (1991). Operating conditions and general features 
of the momentum and thermal boundary layers at the two 
streamwise locations studied were as follows: location, 1.89 
and 2.65 m from the test section entrance; free-stream velocity, 
U~, 10.45 and 10.55 m/s; Reynolds numbers, Rex, 1.29 × 106 
and 1.81 × 106; momentum thickness Reynolds number, 
Re6~, 2620 and 3340; 0.99 momentum-boundary-layer thick- 
ness, 3.4 and 4.4 cm; wall heat flux, 350 W/m 2, temperature 
difference between wall and free stream, 15.0 and 15.6°C. 

Eddy diffusivity and eddy viscosity were calculated from 
simultaneous measurements of velocity and temperature, ob- 
tained with a triple-wire, heat-flux probe. The probe consisted 
of a standard X-wire, for two-component velocity measure- 
ments, with a constant-current cold wire, used to measure tem- 
perature, placed between the two X-wire sensors. To calculate 
Cm = - - ~ / ( 0 0 / 0 y )  from the measured experimental values, 
OlO/Oy was found from an equation of the form O/U~ = C(y/  
6)", which was used to fit the measured data. A similar ap- 
proach was used for Oh, C,,,.,~, and eh.,~. 

Conventional values of ~m and eh exhibited peak levels near 
y/6 = 0.5, and a drop toward zero as the outer edge of the 
boundary layer was approached (Fig. 1 ). Turbulent zone aver- 
ages of the eddy viscosity approached an approximately con- 
stant level for y/6 > 0.7. In contrast, eh.,z increased significantly 
in the intermittent region (Fig. 1 ). Values of Pr,,, z (=em.,z/eh.tz) 
are lower than conventionally averaged Pr, (Fig. 2), dropping 
to 0.15 at the boundary-layer edge. Antonia and Browne (1987) 
have observed similar trends in wakes, which is not surprising, 
since the outer region of the boundary layer is quite similar to 
boundary-free shear flows that are also governed by wakelike 
mechanisms, i.e., large eddies that scale on the overall turbulent- 
zone thickness. 

In using Eq. (1) to fit the experimental heat-flux values, it 
was assumed that the convective component of the turbulent 
heat flux was uniform over a region that scaled on the size of 
the large eddies responsible for the transport; i.e., VhOh should 
be constant in the intermittent region of the boundary layer. 

A bulk convection velocity, based on the tra_~port of tem- 
p_~ature fluctuations, was used for Vh: V~ = v02/O 2, where 
vO 2 is a triple velocity-temperature product. Vc is similar to a 
convection velocity defined by Bradshaw et al. (1967), based 
on transport of turbulent kinetic energy, and used for modeling 
triple products in second-order-closure turbulence models. Its 
use here as the characteristic convection velocity in a diffusion- 
convection model of heat transport follows the approach of 
Simpson et al. (1970), and is based on the premise that all 
scalar properties are transported by analogous mechanisms. 

Figure 3 shows that conventionally averaged values of V~ 
continually increase throughout the boundary layer, similar to 
trends for V~ calculated using the kinetic energy (Bradshaw et 
al., 1967). In contrast, Vc.,z is nearly constant for y/6 > 0.7, 
providing some support to the premise that convective transport 
due to large-scale eddy motions is approximately constant 
across the intermittent region of the boundary layer. Based on 
the data in Fig. 3, average values for y/6 > 0.7 are V,.tJU= = 
0.011 for Re62 = 2620 and Vc.,z/U= = 0.012 for Re62 = 3340. 

To determine a proper value of the temperatur e scale, Eq. 
( 1 ) can be used along with measured values of Ch.,~, e,,,,t~, 0T, z/ 
Oy, and the average values of V~.t~ given above, to find the 
value for Oh that best fits the data. This analysis revealed 0h/ 
AT, z = 0.28 for Re62 = 2260 and Oh/AT~z = 0.29 for Re62 = 
3340, where AT~ = T,~ (y = 6) - T~ is a temperature scale 
characteristic of the intermittent region (ATJ[Tw - T~] = 

2.0 

1.5 

R%2= 3340 Res2= 2620 

• Prt,tz • Prt,tz 

o Pr t V Pr t 

- -  Eqn. 1 . . . .  Eqn. 1 
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Fig. 2 Turbulent Prandtl number: conventional average (Prt) and turbu- 
lent-zone average (Prt,u). Error bars represent uncertainty (95 percent 
confidence). Lines are calculations based on Eq. (1). 
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Fig. 3 Bulk convection velocity: conventional average (V~I and turbu- 
lent-zone averages (V~,=). Error bars represent uncertainty (95 percent 
confidence).  Lines are r~ean of turbulent-zone-average values for y/8 
> 0,7. 

0.042 for Reel = 2260 and 0.045 for Ree~ = 3340) .  Using these 
values for 0h, eh.~z and Prt.,z were calculated from Eq. ( 1 ), with 
results compared to measurements in Figs. 1 and 2. Calculated 
values of  Pr,.~ matched experimental values within ± 0.04 (stan- 
dard deviation = 0 . 0 3 ) f o r  y/6 > 0.7. 

An inherent difficulty in measuring the turbulent Prandtl 
number is a high degree of  uncertainty. Use of  turbulent zone 
averaging tended to exacerbate the problem, since 0T,~/03, < 
07Y/Oy. Uncertainties, shown in each figure, were determined 
using the method described by Moffat (1988) ,  and are discussed 
by Wroblewski and Eibeck (1991)  for conventional values. 
For conditional averages, additional analysis was performed to 
determine the extent of  propagation of  uncertainties associated 
with the parameters in the equation used to fit the mean tempera- 
tnre and velocity, as well  as sensitivities to the choice o f  thresh- 
old level. The uncertainties suggest that Pr,.tz may not decrease 
as strongly as indicated by the data (Fig. 2) and the fine detail 
provided by the diffusion-convection model may be unwar- 
ranted. The true test of  the generality of  the concepts discussed 
here wil l  be confirmation with experimental data obtained in 
other facilities. 

C o n c l u s i o n s  

A composite model,  with a diffusive and convective compo- 
nent, was used to analyze the turbulent zone-averaged eddy 
diffusivity and turbulent Prandtl number in a turbulent boundary 
layer. The hypothesis that the convective component was uni- 
form across the outer region of  the boundary layer (y/6 > 0.75) 
was consistent with measured data. 
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Fig. 3 Bulk convection velocity: conventional average (V~I and turbu- 
lent-zone averages (V~,=). Error bars represent uncertainty (95 percent 
confidence).  Lines are r~ean of turbulent-zone-average values for y/8 
> 0,7. 

0.042 for Reel = 2260 and 0.045 for Ree~ = 3340) .  Using these 
values for 0h, eh.~z and Prt.,z were calculated from Eq. ( 1 ), with 
results compared to measurements in Figs. 1 and 2. Calculated 
values of  Pr,.~ matched experimental values within ± 0.04 (stan- 
dard deviation = 0 . 0 3 ) f o r  y/6 > 0.7. 

An inherent difficulty in measuring the turbulent Prandtl 
number is a high degree of  uncertainty. Use of  turbulent zone 
averaging tended to exacerbate the problem, since 0T,~/03, < 
07Y/Oy. Uncertainties, shown in each figure, were determined 
using the method described by Moffat (1988) ,  and are discussed 
by Wroblewski and Eibeck (1991)  for conventional values. 
For conditional averages, additional analysis was performed to 
determine the extent of  propagation of  uncertainties associated 
with the parameters in the equation used to fit the mean tempera- 
tnre and velocity, as well  as sensitivities to the choice o f  thresh- 
old level. The uncertainties suggest that Pr,.tz may not decrease 
as strongly as indicated by the data (Fig. 2) and the fine detail 
provided by the diffusion-convection model may be unwar- 
ranted. The true test of  the generality of  the concepts discussed 
here wil l  be confirmation with experimental data obtained in 
other facilities. 

C o n c l u s i o n s  

A composite model,  with a diffusive and convective compo- 
nent, was used to analyze the turbulent zone-averaged eddy 
diffusivity and turbulent Prandtl number in a turbulent boundary 
layer. The hypothesis that the convective component was uni- 
form across the outer region of  the boundary layer (y/6 > 0.75) 
was consistent with measured data. 
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1 Introduction 

The problem of heat transfer from fluids flowing in conduits 
(the Graetz problem) is of importance in many technological 
processes and has been studied extensively in studies dating 
back to Graetz (1885). The classical Graetz problem neglects 
axial conduction and considers forced convection heat transfer 
in a fluid flowing in conduits of various cross-sectional geome- 
tries subject to various peripheral boundary conditions imposed 
at the fluid's boundary. The pertinent literature is summarized 
in excellent compendiums by Shah and London (1978) and 
Shah and Bhatti (1987). Studies by Mori et al. (1974, 1976) 
and Guedes and Ozi~ik (1992) have taken into account axial 
conduction in the solid but not in the fluid. 

Our study is motivated by recent investigations of heat trans- 
fer in microheat exchangers fabricated on silicon wafers (i.e., 
Weisberg et al., 1992; Yin and Bau, 1995). Flows in these 
microheat exchangers are characterized by small Peclet num- 
bers, and the area of a solid's cross section perpendicular to the 
direction of such flows may be as large as or larger than the 
cross-sectional area available to the flow itself. Thus, axial con- 
duction effects may be important in microheat exchangers. The 
objective of this paper is to assess the importance of axial heat 
conduction in both the solid and the liquid. To this end, we 
studied slug and Poiseuille flows between parallel plates and in 
circular cylinders. The energy equation was solved simultane- 
ously in the fluid and the solid regions. Uniform temperature 
(case I) and uniform flux (case II) boundary conditions were 
imposed on the external solid surface. The equations were 
solved utilizing eigenfunction expansions. Various properties 
of the mathematical problem were proved by Yin (1995) hut 
are not presented here. 

2 The Mathematical Model 

We consider velocity-wise, fully developed flow between two 
parallel, semi-infinite plates (m = 0) distance 2Hc apart as well 
as inside a semi-infinite, circular pipe (m = 1 ) of radius Hc. 
The solid wall thickness is (H - H~). Dimensional and nondi- 
mensional quantities are denoted, respectively, with upper and 
lower case letters. Two different velocity profiles, Poiseuille 
and uniform (slug), are considered: 

{ 1 for slug flow ( O < y <  1) 

u ( y ) =  ( 1 - y  2) for Poiseuille flow 
0 (1 < y < h ) .  

(i) 

The velocity is normalized with the center line speed, Um,~. y 
is the nondimensional coordinate normal to the direction of the 
flow. Hc is the length scale. 

The energy equation, 

OOi_ 1 O ( OOi~ 1 020i 
u(y) Oz ym Oy ym + _ _ _ _ ,  Oy ] Pe 20z  z 

(0 < y  < h, 0 < z < oo), (2) 

takes into account axial conduction in both the fluid and the 
solid. In the equation above, O~(y, z) is the nondimensional 
temperature; and the subscripts i = f and i = s refer, respec- 
tively, to the fluid and the solid. The nondimensional axial 
coordinate, z, is normalized with H~Pe. Pe = Um,~H~/c 9 is the 
Peclet number and a I is the fluid's thermal diffusivity. Although 
viscous dissipation was not included in Eq. (2), if so desired, 
the viscous dissipation's contribution to the temperature field 
can be separately computed and superposed on the results pre- 
sented here. 

Table 1 Case II--uniform flux boundary conditionlexpressions for 
f(z) and gi(Y) 

f(z) 

gf(Y) 

gs(Y) 

Planar slug Planar Polseuille Pipe slug flow Pipe Poisenille 

f l o w  f l o w  flow 
3 z ~z 2hz 4hz 

I 2 1+ kj 3 2 I 4 k[ 5 ~ y - ~  ~. ~ y - ~ y  + ~ - - ~  ;(y2-1) h() 3 - ~ y ) - ~ h l  ,'~ 3 

~_y k: k I ~ y kl hen(y) --hgn(),) 
k, k 

• The thermal boundary and interfacial conditions are: 

0 = OOf(O, z) = Of(l, z) - Os(1, z) 
Oy 

_ OOf(1, z )  k, 00,,(1, z )  

ay kf ay 

I O,.(h, z) (case I) 

= aO,(h, z) ks (case II). (3) 
Oy k, 

In case I, the nondimensional temperature is defined as 01 = 
(Ti - T,v)/(Tr - Tw), where Tw is the dimensional temperature 
at y = h and T,. is the maximum value of the entrance tempera- 
ture at z = 0. Consequently, 0 < 0i < 1. In case II, 0~ = ki(Ti 
- T,.)/QwH,., where Qw is the uniform flux at y = h. ks and/9 
denote, respectively, the thermal conductivities of the solid and 
the fluid. The temperature distribution at the channel's entrance 
is given by: 0i.~(y, O) = Oo(y). 

We seek a solution of the form: 

Oi (y, Z) 

= ~ C,,qbi.,,(y) exp(-h,,z) +f(z )  + g~(y) + Co (4) 
n=l 

with h,, > 0. In case I , f (z )  = gi(Y) = Co ~ O. In case II, the 
corresponding values o f f ( z )  and gi (y) are specified in Table 
1 and Co must be evaluated from initial conditions. Without 
loss of generality, we set f ( 0 )  = 0. Note that due to the negative 
exponents in Eq. (4), the series converges rapidly for z > 0. 

We require that ~b,, satisfy the eigenvalue problem: 

{ ~ y  (ym~y)  +h,,(Ui +p-~eS)}49,,,=O. (5) 

The boundary and interfacial conditions are the homogeneous 
version of Eq. (3). 

For Pe ~ ~,  Eq. (5) reduces to the classical Graetz problem 
(without axial conduction). For Pe < ~,  Eq. (5) with the 
boundary conditions (3) is not a Sturm-Liouville problem since 
the eigenvalue (h,) appears nonlinearly. Yin (1995) showed 
that the eigenvalues h,, are real, their magnitude is smaller than 
those of the corresponding eigenvalues in the classical Graetz 
problem, and k,, are a minimum of a variational problem. We 
calculate the first few eigenpairs using the Prfifer transformation 
(Birkhoff and Rota, 1978) and a shooting technique. 

Once the eigenfunctions were computed, the coefficients C, 
are evaluated by satisfying the initial condition at z = 0. Unfor- 
tunately, the orthogonality conditions, which are satisfied by 
the eigenfunctions, cannot be used to calculate the coefficients 
C, and Co in Eq. (4) since their use requires knowledge of 
both the temperature and heat-flux distributions at z = 0. This 
information is not usually available to us. Instead at z = 0, we 
required Eq. (4) to be satisfied in the sense of weighted residu- 
als. We multiply Eq. (7) by weighing functions (Xp(Y)) and 
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Fig. 1 The temperatures at z = 0 (the line without symbols) and 0.2 (the 
lines with symbols) are depicted as functions of y for pipe Poiseuille 
f low. Case I. {h ,  k s / k t }  = {2, 1} (tr iangles), {1.2, 243} (squares), and {1.2, 
1} (circles). Pe = 5. Solid and dashed lines correspond, respectively, 
to cases when axial conduction is accounted for and those when it is 
neglected. 

integrate over the domain (0 < y < h) to obtain an infinite set 
of algebraic equations for the coefficients C,: 

B,, = Y~ C,G,,, ( 0 - < p <  oo), (6) 
n=O 

where B, = f2 ym(Oo(y) -- g ( y ) ) x p ( y ) d y  and Gp., = 
f~' qb, (y)xp(y)ymdy.  Typically, we choose Xp(Y) = bp(Y) for 
p > 0 and Xo(Y) = 1; but these are not the only possible 
choices. 

Next, we truncate the resulting infinite set of equations at n 
= N and solve the truncated equations. The level of truncation 
is determined by requiring that I ( c ?  +') - cNN))/cf~>[ < el 

N 

and f~' (Z C, ch,(y) + f ( z )  + g (y )  + Co - Oo(y))Zdy < et, 
1 

where typically ea ~ 10 -4. 
For small z, the rate of convergence of the series (4) depends 

on the smoothness of the inlet temperature profile. Unrealistic, 
discontinuous profiles give rise to the Gibbs phenomenon and 
slow convergence. For smooth inlet temperature distributions 
such as Oo(y) = sin ((7r/2)(1 - y / h ) ) ,  a few terms (N < 20) 
in the series are sufficient to satisfy the convergence criteria. 
As z increases, due to the rapid decay of exponential terms, 
only a very few terms are required to obtain an accurate descrip- 
tion of the temperature field. 

It is convenient to summarize the results in terms of the local 
Nusselt number at the outer surface: 

-2k, hmo ', (h, z) 
N U h ( Z )  = ( 7 )  

kj(Ob(z) - O(h, z))  

The bulk temperature is: 

'ia Oh(z) = ~ uO(y, z )dA  = B Oz(y, Z)u(y)ymdy .  
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0.9 

0.8 

0.7 

0 
0.5 > 

0.4 

0.3 

0.2 ,% ,  ,, 

0.1 ~'~'~-'a 
0 , ~ , , I ~ , , I 

0 1 2 3 4 5 

zPe 

Fig. 2 The centerline temperature is depicted as a function of zPe for 
pipe Poiseuille flow. Case I. Pe = 5. Inverted triangles, upright triangles, 
circles, and squares, represent, respectively, {h, k, lkt} = {2, 1}, {2, 243}, 
{1.2, 1}, and {1.2, 243}. The solid and dashed lines correspond, respec- 
tively, to cases when axial conduction is accounted for and cases when 
it is neglected. 

1 x~ ,/,,., } 
2hi Pe2 q5~.1(1) > 2kl (9) 

Nu.,~ : -~ -  1 + x~ ,~s,-5 -~-' 
pe2 4}.,(1) 

where 49t,, = f2 y"c~¢,~(y)dy and 4),,1 = f~ Ym4'.,,~(y)dy. In the 
classical Graetz problem (without axial conduction), the in- 
equality in Eq. (9) should be replaced with an equality. For 
case II, to the leading order, the large z values for the Nusselt 
number are identical to the same values in the absence of axial 
conduction, 

When axial conduction is accounted for, the asymptotic Nus- 
selt number is larger than when axial conduction is neglected. 
For large Peclet numbers and slug flow, perturbation theory 
shows that NU~,wi th  axial conduction = Nu/~,without axial conduction + Pe 2 N 1 ,  

where Nl > 0 (Yin, 1995). 

3 Results  and Discuss ion 
In this section, we present a sample of our results. Due to 

space limitations, results are given only for Poiseuille flow in 
circular conduits, for case I, and for solid-l iquid conductivity 
ratios kf lk  s = 1 and 243. The latter corresponds to water flow 
in a silicon conduit. In all the figures, we compared our results 
for the generalized, conjugate Graetz problem (solid lines) with 
results (dashed lines ) obtained for the classical conjugate Graetz 
problem without axial conduction. 

Figure 1 depicts the temperature profiles, O(y, O) (inlet, lines 
without symbols) and O(y, 0.2) as functions of y for {h, 
kfllkf} = {1.2, 1} (circles), {1.2, 243} (squares), and {2, 1} 
(triangles), Pc = 5. The thicker wall (h = 2) introduces a 
higher thermal resistance between the fluid and the ambient 
than the thinner wall (h = 1.2) does, thus resulting in higher 

Table 2 Asymptotic values for the Nusselt numbers in circular pipe f low 
( 8 ) with Pe = 5 

For planar slug and Poiseuille flows, B = 1 and B = 3/2, 
respectively. For slug and Poiseuille flows in circular pipes, B 
= 2 and B = 4, respectively. 

In general, the Nusselt number Nuh(z) depends on the initial 
conditions. Often one is interested in the fully developed Nusselt 
number, Nuh~. For case I, 

~..~/J-I h ~ With axial Without  

conduct ion axial 

conduct ion 

l 1.2 Nut, 2.9686 2.8397 

2 Nuh 1.8621 1.6867 

243 1.2 NUh 3.8567 3.6527 

2 Nu h 7.0152 [ 3.6412 
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Fig. 3 The Nusselt number at the outer surface (Nun) is depicted as a 
function ofzPe for pipe Poiseuille f l o w .  h = 2, P e  = 5, k,/kf = 243 (upright 
triangles}, and ks/kr = 1 (inverted triangles). Case I. The solid and 
dashed lines correspond, respectively, to cases when axial conduction 
is accounted for and cases when it is neglected. 

temperatures in the fluid. In the case of kflkj. = 243, the solid's 
temperature is almost isothermal due to the solid's high thermal 
conductivity. Because of this conductivity, the solid offers less 
thermal resistance to heat losses from the fluid to the ambient, 
as reflected by the lower temperatures in the case of k , / k  i = 
243 than in the case of ks/kj = 1. A comparison of the solid 
and dashed lines indicates that at zPe = 1, axial conduction 
plays a significant role, increasing the centerline temperature 
by more than 30 percent above the case without axial conduction 
(h = 1.2, k,/k~ = 243). 

Figure 2 depicts the centerline temperature 0(0, z) as a func- 
tion of the axial coordinate zPe for Pe = 5, h = 1.2, h = 2, 
kf lkf  = 1, and ks/k I = 243. The temperature decays most slowly 
(rapidly) for the case o f k f l k r  = 1, h = 2 (k f lk f  = 243, h = 1.2) 
since this case offers the largest (smallest) thermal resistance 
between the fluid and the ambient. The effects of axial conduc- 
tion diminish in importance as zPe increases. 

Figure 3 depicts the Nusselt number at the outer surface, 
Nuh(z), as a function of the axial coordinate, zPe, for Pe = 5, 
h = 2, and kf lk  I = 1 (inverted triangles) and 243 (triangles). 
As z increases, the Nu numbers approach the asymptotic values 
we list in Table 2. When axial conduction is accounted for, the 
thermal development length is longer than when axial conduc- 
tion is neglected. This is consistent with the eigenvalues of the 
generalized problem (with axial conduction) being smaller than 
the corresponding eigenvalues of the classical problem. 

4 Conclusions 
In this paper, we studied the generalized conjugate Graetz 

problem (with axial conduction). As expected, axial conduction 
plays an important role at the entrance region. As the distance 
from the entrance increases, the role of axial conduction dimin- 
ishes. In the case of uniform temperature wall conditions, the 
asymptotic (large zPe) Nusselt numbers accounting for axial 
conduction are consistently larger than those obtained neglect- 
ing axial conduction. The omission of axial conduction in the 
uniform temperature and heat flux cases leads, respectively, to 
under and overestimation of the temperature field in the en- 
trance's vicinity. Omission of axial conduction also leads to an 
underestimation of the development length. 

The analytic solutions produced in this paper are useful for 
obtaining fully developed Nusselt numbers and for verifying 
computer codes. For the latter purpose, it would be convenient 
to use initial conditions that are proportional to the first eigen- 
function or a combination of a few eigenfunctions. When doing 

so, one obtains an exact, closed-form solution for the general- 
ized Graetz problem. 
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Fig. 3 The Nusselt number at the outer surface (Nun) is depicted as a 
function ofzPe for pipe Poiseuille f l o w .  h = 2, P e  = 5, k,/kf = 243 (upright 
triangles}, and ks/kr = 1 (inverted triangles). Case I. The solid and 
dashed lines correspond, respectively, to cases when axial conduction 
is accounted for and cases when it is neglected. 

temperatures in the fluid. In the case of kflkj. = 243, the solid's 
temperature is almost isothermal due to the solid's high thermal 
conductivity. Because of this conductivity, the solid offers less 
thermal resistance to heat losses from the fluid to the ambient, 
as reflected by the lower temperatures in the case of k , / k  i = 
243 than in the case of ks/kj = 1. A comparison of the solid 
and dashed lines indicates that at zPe = 1, axial conduction 
plays a significant role, increasing the centerline temperature 
by more than 30 percent above the case without axial conduction 
(h = 1.2, k,/k~ = 243). 

Figure 2 depicts the centerline temperature 0(0, z) as a func- 
tion of the axial coordinate zPe for Pe = 5, h = 1.2, h = 2, 
kf lkf  = 1, and ks/k I = 243. The temperature decays most slowly 
(rapidly) for the case o f k f l k r  = 1, h = 2 (k f lk f  = 243, h = 1.2) 
since this case offers the largest (smallest) thermal resistance 
between the fluid and the ambient. The effects of axial conduc- 
tion diminish in importance as zPe increases. 

Figure 3 depicts the Nusselt number at the outer surface, 
Nuh(z), as a function of the axial coordinate, zPe, for Pe = 5, 
h = 2, and kf lk  I = 1 (inverted triangles) and 243 (triangles). 
As z increases, the Nu numbers approach the asymptotic values 
we list in Table 2. When axial conduction is accounted for, the 
thermal development length is longer than when axial conduc- 
tion is neglected. This is consistent with the eigenvalues of the 
generalized problem (with axial conduction) being smaller than 
the corresponding eigenvalues of the classical problem. 

4 Conclusions 
In this paper, we studied the generalized conjugate Graetz 

problem (with axial conduction). As expected, axial conduction 
plays an important role at the entrance region. As the distance 
from the entrance increases, the role of axial conduction dimin- 
ishes. In the case of uniform temperature wall conditions, the 
asymptotic (large zPe) Nusselt numbers accounting for axial 
conduction are consistently larger than those obtained neglect- 
ing axial conduction. The omission of axial conduction in the 
uniform temperature and heat flux cases leads, respectively, to 
under and overestimation of the temperature field in the en- 
trance's vicinity. Omission of axial conduction also leads to an 
underestimation of the development length. 

The analytic solutions produced in this paper are useful for 
obtaining fully developed Nusselt numbers and for verifying 
computer codes. For the latter purpose, it would be convenient 
to use initial conditions that are proportional to the first eigen- 
function or a combination of a few eigenfunctions. When doing 

so, one obtains an exact, closed-form solution for the general- 
ized Graetz problem. 
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Fig. 1 Exper imenta l  se tup  

(Mehta, 1984; Rood, 1984; Merati et al., 1988). To the authors' 
knowledge, the current study is the first investigation of its kind 
to address both heat transfer and fluid mechanics for the endwall 
boundary layer downstream of a streamlined strut. 

Two flow effects typically dominate near-wall flows down- 
stream of strut-wall intersections: streamwise vorticity and the 
turbulent wake. Researchers in this field currently disagree on 
the relative importance of these two effects to endwall heat 
transfer. By investigating a strut geometry for which wake ef- 
fects were minimized, but streamwise vorticity was still present, 
the current stud.y attempted to address the question of which 
effect is more important to endwall heat transfer. 

E x p e r i m e n t a l  M e t h o d  

The current study was conducted in the Boston University 
boundary layer wind tunnel using the experimental setup shown 
in Fig. 1. The test setup consisted of a flat-plate unheated start- 
ing length followed by a region of uniform heat flux (produced 
by a pair of electrical resistance heaters). A NACA 634-021 
airfoil was mounted perpendicular to the plate and at zero inci- 
dence to the flow. The airfoil's trailing edge coincided with the 
start of heating while its plane of symmetry coincided with the 
plane z = 0. 

For all tests in the current study, the wind tunnel free-stream 
velocity, U,, was approximately 9 m/s, and Reoho~d (Reynolds 
number based on airfoil chord and U~) was approximately 105. 
For these flow conditions, re~6 (the ratio of strut leading-edge 
radius to flat-plate velocity-boundary-layer thickness at airfoil 
leading edge) was approximately 0.19. Per Rood (1984) and 
Mehta (1984), this condition should have produced a relatively 
weak, diffuse horseshoe vortex. Also, due to the streamlined 
shape of the airfoil, the wake region should have been relatively 
weak. 

Five-hole directional pressure probe velocity-boundary-layer 
measurements, cold-wire anemometer thermal-boundary mea- 
surements, and endwall-heat-transfer measurements were taken 
across y - z  planes located approximately 1.4 and 4.3 chord 
lengths downstream of the airfoil trailing edge. Due to space 
limitations, only the 1.4 chord results are presented in this arti- 
cle. Results for the 4.3 chord cases, as well as detailed descrip- 
tions of instrumentation, data acquisition systems, and data re- 
duction methods used during this study are contained in the 
work by Tyszka and Wroblewski (1994). Estimated 95 percent 
confidence experimental uncertainties for the results presented 
in this article were calculated using the method described by 
Moffat (1988) and are reported in the captions of the appro- 
priate figures. 

R e s u l t s  a n d  D i s c u s s i o n  

Figures 2 and 3 present measurements of the velocity bound- 
ary layer. The vector plot of mean secondary velocity, (v 2 + 
W 2 )  1 / 2 ,  shown in Fig. 2 reveals the presence of weak organized 
vorticity whose sense and location are consistent with those of 
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Fig. 2 Mean secondaw velocity vectors, vj + w k  across 1.5 chord length 
d o w n s t r e a m  m e a s u r e m e n t  plane.  Re~ho,a = 9 .82  × 104.  Uncer ta in ty  in v, 
w = _+8.9 percent Uo. 

a horseshoe vortex leg located some distance above the wall. 
Contours of normalized mean streamwise velocity, u~ U~, shown 
in  Fig. 3, reveal the narrow wake region, which appears as a 
symmetrically shaped local deficit in streamwise velocity cen- 
tered at Z/tmax = 0 and spanning a region approximately equal 
to the airfoil maximum thickness, tm,x. Effects of the weak 
horseshoe vortex noted in Fig. 2 are visible in Fig. 3 near Z/tm,x 
= _+0.5 and z l t  . . . .  - ~  2, where normalized streamwise velocity 
contours are locally distorted. Near z/tm,x = ±0.5, several con- 
tours in Fig. 3 dip toward the wall slightly. This local velocity- 
boundary-layer thinning is probably a result of the weak in- 
tervortex downflow visible in Fig. 2 near Z/tm,× = 0. Near z~ 
tm,x = 2, several contours in Fig. 3 move away from the wall 
slightly, locally thickening the velocity boundary layer. We note 
that Z/tmax = 2 corresponds approximately to the location of a 
weak vortex-induced upflow in Fig. 2. 

Figures 4 and 5 present measurements of the thermal bound- 
ary layer. From Fig. 4, which shows contours of normalized 
mean temperature, (Tw - T)I (Tw - 75) (note: Tw is spanwise 
average wall temperature, T is local mean air temperature, and 
75 is free-stream air temperature), it is apparent that the thermal 
boundary layer is also distorted by the presence of the airfoil. 
The thermal boundary layer is locally thinned over - 1  < z / t  . . . . .  
< + 1 (which roughly coincides with the wake and intervortex 
downflow regions noted in the velocity-boundary-layer results), 

 .or- / / l l \ - 

i;:Y 
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Fig, 3 C o n t o u r s  of normal i zed  m e a n  s t r e a m w i s e  velocity,  ulUo a c r o s s  
1.5 chord  length d o w n s t r e a m  m e a s u r e m e n t  plane.  Reohora = 9 .82  × 104. 
Uncer ta in ty  in u/Ue = _+0.059. 
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and locally thickened over the region +1 < z / t  .... < +2.4 
(which roughly lines up with the horseshoe vortex-induced up- 
flow visible in Fig. 2). 

It should be emphasized that distortions of the velocity and 
thermal boundary layers noted in Figs. 3 and 4 are only present 
,far above the wall  The near-wall structures of these boundary 
layers are not significantly different from those of simple fiat- 
plate boundary layers. This finding has particular significance 
in interpretations of endwall-heat-transfer results. 

Figure 5 shows localized distortions of normalized fluctuating 
temperature contours, 0'/(T,v - T,), where 0'  is the root-mean- 
square of the local air temperature fluctuations. If enhanced 
turbulent mixing in the near-wall wake was significant for the 
flow of interest, there should be a peak in the fluctuating temper- 
ature contours over -0 .5 < Z/tmax < +0.5. Since such a peak 
does not occur (in fact, there is a local trough in this region), 
wake-related effects are likely unimportant for the subject near- 
wall flow. 

Figure 6 gives endwall-heat-transfer results as ratios of local 
wall Stanton numbers for cases with and without the airfoil. 
From Fig. 6, it is apparent that endwall heat transfer with the 
NACA 634-021 airfoil in place differs by no more than 3 percent 
from that of the corresponding fiat-plate-only case. This result 
is somewhat surprising, since significant localized downstream 
endwall-heat-transfer enhancement has been observed by others 
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for bluff  body struts. The lack of significant enhancement in the 
current study is explained by two observations from the velocity 
and thermal boundary-layer results. First, boundary-layer distor- 
tions caused by the horseshoe vortex and wake only occur far  
above the wall. Second, the wake is weak and does not seem 
to influence turbulence levels significantly n ear the wall. 

Summary/Conclus ions  
Endwall heat transfer downstream of a simple strut-wall 

intersection featuring a NACA 634-021 airfoil is not signifi- 
cantly different from that of the corresponding fiat-plate-only 
case. This lack of significant endwall-heat-transfer enhancement 
occurs in the presence of a weak horseshoe vortex and a weak 
wake, which both cause localized distortions of the velocity and 
thermal boundary layers in the outer regions of these layers, 
but not near the wall. 

When considered with results from previous studies by others 
of bluff-body struts (Pauley, 1993; Wroblewski and Eibcck, 
1992), the results of the current study suggest the existence 
of a previously undocumented trend relating absolute level of 
downstream endwall-heat-transfer augmentation to degree of 
strut streamlining. Blunt strut shapes (such as circular cylin- 
ders) produce the greatest endwall-heat-transfer enhancement. 
Moderately streamlined struts (such as tapered cylinders) pro- 
duce less enhancement. Highly streamlined struts (i.e., airfoils) 
produce ahnost no enhancement. Peak enhancement levels seem 
to drop as strut streamlining increases. 

It should be noted that for the progression of increasingly 
streamlined strut shapes given above, streamwise vorticity in 
one form or another is always present (in various strengths), 
but the turbulent wake region is continually diminishing in 
strength and extent. Thus, the results of the current study (when 
considered with findings from previous research by others) 
seem to suggest that the wake region (not the horseshoe vortex 
or other streamwise vorticity) is likely the primary factor re- 
sponsible for endwall-heat-transfer augmentation downstream 
of strut-wall intersections. 

As a footnote to this last conclusion it should be mentioned 
that the relative importance of wake and streamwise vorticity 
effects to endwall heat transfer is likely dependent not only on 
strut shape, but also on strut size and free-stream flow condi- 
tions. In fact, it is fully reasonable to expect that for any given 
strut shape, there may exist combinations of flow conditions 
and strut size for which the wake is not the dominant endwall 
heat transfer-controlling factor. Although exploration of this 
issue was beyond the scope of the present study, the authors 
nonetheless wish to point out that the conclusion stated in the 
preceding paragraph on the relative importance of wake versus 
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streamwise vorticity effects may not be universally applicable, 
but may instead only apply for certain strut sizes and flow 
regimes. 
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The L M T D  Correction Factor for 
Single-Pass Crossflow Heat 
Exchangers  With Both Fluids 
U n m i x e d  

A. S. Tucker 1 

Introduction 
The majority of undergraduate texts on heat transfer include 

a chapter on heat exchangers, almost always containing a sec- 
tion that explains the concept of the log mean temperature dif- 
ference (LMTD) for simple parallel and counterflow heat ex- 
changers, and the correction factor, F, which must be applied 
to the LMTD for other heat exchanger types. 

Whenever that section of such a text includes a reproduction 
of the LMTD correction factor chart for single-pass crossflow 
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Fig. 1 The original LMTD correction factor chart for a single-pass cross- 
f low heat exchanger in which both fluids are unmixed (from Bowman et 
al., 1940) 

heat exchangers with both fluids unmixed (see Fig. 1 and, for 
example, Holman (1992), Incropera and DeWitt (1990), Kreith 
and Bohn (1986), and White (1988)), it is highly probable 
that the text authors have unwittingly extended the propagation 
of small but discernible errors directly traceable to a paper by 
one of the most recognizable names in the early heat transfer 
literature, Wilhelm Nusselt. To illustrate by typical example the 
extent of the error: For such a crossflow heat exchanger with a 
capacity ratio of unity (i.e., the dimensionless temperature ratio 
R = Athot/Atco~d = 1) in which the change in the cold fluid 
temperature relative to the difference between the inlet tempera- 
tures of the two fluids is P = At~ola/Atin = 0.6, the error in the 
LMTD correction factor, F, read off the chart is 3 percent. At 
the extreme combination of low values of R and values for P 
approaching unity, the error is considerably greater: At R = 0.2 
and P = 0.975 the error exceeds 10 percent. 

Background 
The existence of these errors was discovered in the course 

of preparing a partial set of LMTD correction factor charts and 
effectiveness-NTU charts for inclusion in a student handout. 
Rather than copying the frequently reproduced figures, it was 
decided to generate them directly in  a spreadsheet by making 
use of the well-established formulae readily available in the 
literature. This is a quite straightforward task for all but the 
case of a crossflow heat exchanger in which both fluids are 
unmixed. The two-dimensional temperature field for both fluids 
in this particular exchanger configuration requires a more com- 
plex analysis, which has been attempted by a number of authors. 
Notable among these, Nusselt published an analytical solution 
to the pi-oblem in 1911, the solution being in the form of a 
doubly infinite series, which was acknowledged to exhibit very 
slow convergence. Almost two decades later (1930), he pro- 
duced an alternative solution, again in the form of an infinite 
series but more rapidly convergent than his earlier solution. 
This later paper of Nusselt included tabulated numerical values, 
derived from his series solution, which were utilized by Smith 
(1934) and have been reproduced in their original three signifi- 
cant figure form in at least one reasonably modern heat transfer 
text (Bayley et al., 1972). 

The landmark paper that originated the most commonly used 
form of LMTD correction charts was that of Bowman et al. 
(1940) and, for the case of the crossflow heat exchanger with 
both fluids unmixed, these authors drew on the work of both 
Nusselt (1930) and Smith. It is this particular chart of Bowman 
et al. that most heat transfer texts present and acknowledge. 

Subsequent to the LMTD analysis approach, the extensive 
work of Kays and London ( 1958 ) was published, presenting the 
often-used effectiveness-NTU (e-NTU) charts, which overcame 
some shortcomings in the LMTD analysis procedure. To con- 
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streamwise vorticity effects may not be universally applicable, 
but may instead only apply for certain strut sizes and flow 
regimes. 
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The L M T D  Correction Factor for 
Single-Pass Crossflow Heat 
Exchangers  With Both Fluids 
U n m i x e d  

A. S. Tucker 1 

Introduction 
The majority of undergraduate texts on heat transfer include 

a chapter on heat exchangers, almost always containing a sec- 
tion that explains the concept of the log mean temperature dif- 
ference (LMTD) for simple parallel and counterflow heat ex- 
changers, and the correction factor, F, which must be applied 
to the LMTD for other heat exchanger types. 

Whenever that section of such a text includes a reproduction 
of the LMTD correction factor chart for single-pass crossflow 
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Fig. 1 The original LMTD correction factor chart for a single-pass cross- 
f low heat exchanger in which both fluids are unmixed (from Bowman et 
al., 1940) 

heat exchangers with both fluids unmixed (see Fig. 1 and, for 
example, Holman (1992), Incropera and DeWitt (1990), Kreith 
and Bohn (1986), and White (1988)), it is highly probable 
that the text authors have unwittingly extended the propagation 
of small but discernible errors directly traceable to a paper by 
one of the most recognizable names in the early heat transfer 
literature, Wilhelm Nusselt. To illustrate by typical example the 
extent of the error: For such a crossflow heat exchanger with a 
capacity ratio of unity (i.e., the dimensionless temperature ratio 
R = Athot/Atco~d = 1) in which the change in the cold fluid 
temperature relative to the difference between the inlet tempera- 
tures of the two fluids is P = At~ola/Atin = 0.6, the error in the 
LMTD correction factor, F, read off the chart is 3 percent. At 
the extreme combination of low values of R and values for P 
approaching unity, the error is considerably greater: At R = 0.2 
and P = 0.975 the error exceeds 10 percent. 

Background 
The existence of these errors was discovered in the course 

of preparing a partial set of LMTD correction factor charts and 
effectiveness-NTU charts for inclusion in a student handout. 
Rather than copying the frequently reproduced figures, it was 
decided to generate them directly in  a spreadsheet by making 
use of the well-established formulae readily available in the 
literature. This is a quite straightforward task for all but the 
case of a crossflow heat exchanger in which both fluids are 
unmixed. The two-dimensional temperature field for both fluids 
in this particular exchanger configuration requires a more com- 
plex analysis, which has been attempted by a number of authors. 
Notable among these, Nusselt published an analytical solution 
to the pi-oblem in 1911, the solution being in the form of a 
doubly infinite series, which was acknowledged to exhibit very 
slow convergence. Almost two decades later (1930), he pro- 
duced an alternative solution, again in the form of an infinite 
series but more rapidly convergent than his earlier solution. 
This later paper of Nusselt included tabulated numerical values, 
derived from his series solution, which were utilized by Smith 
(1934) and have been reproduced in their original three signifi- 
cant figure form in at least one reasonably modern heat transfer 
text (Bayley et al., 1972). 

The landmark paper that originated the most commonly used 
form of LMTD correction charts was that of Bowman et al. 
(1940) and, for the case of the crossflow heat exchanger with 
both fluids unmixed, these authors drew on the work of both 
Nusselt (1930) and Smith. It is this particular chart of Bowman 
et al. that most heat transfer texts present and acknowledge. 

Subsequent to the LMTD analysis approach, the extensive 
work of Kays and London ( 1958 ) was published, presenting the 
often-used effectiveness-NTU (e-NTU) charts, which overcame 
some shortcomings in the LMTD analysis procedure. To con- 
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Fig. 2 A comparison between the correction factor curves of the present 
study and those of Fig. 1 

struct the e-NTU chart for the crossflow heat exchanger with 
both fluids unmixed also requires use of an analytical expression 
for the mean outlet temperatures of the fluids, and Kays and 
London used an even more rapidly convergent infinite series 
solution, this one being due to Mason (1955).  This solution 
was also the one that had been utilized by Stevens et al. (1957) 
but, like Kays and London, their charts of heat exchanger perfor- 
mance were in terms of effectiveness rather than LMTD correc- 
tion. 

Roetzel and Nicole (1975) recognized the potential use- 
fulness of explicit representations of LMTD correction factors 
in developing computerized packages for heat exchanger de- 
sign. In obtaining suitable values for the coefficients to be in- 
serted in their equation for the case of crossflow heat ex- 
changers, they made use of the doubly infinite series solution 
of Nusselt (1930).  As will be seen, it is significant that it 
was Nusselt 's  solution series that they used, rather than the 
subsequent tabulated numerical values that Nusselt presented 
in his paper. 

Methodology 
Because Mason's  paper was immediately accessible, his solu- 

tion was the one initially chosen for the present exercise of 
generating the LMTD correction chart from first principles. 
Thus an iterative solution procedure was set up within a spread- 
sheet to produce the desired chart, in the confident expectation 
that it would be indistinguishable from that published by Bow- 
man et ah 

Very briefly, the iterative scheme to generate the curve for a 
particular value of R proceeded as follows: For a particular 
value of  P at which F was to be evaluated, a trial value for a 
(defined as the number of transfer units for the hot fluid) was 
assumed, and Mason's  series summed to include sufficient terms 
that there was no change in the fifth significant figure. From 
that summed series, P was calculated and compared with the 
value for P at which the value for F was being sought. By 
simply iterating on a in increments that were suitably reduced 
as the final solution was approached, the solution was completed 
when the calculated value for P matched the desired value 
within an acceptable tolerance (0.00001, with P being in the 
range from 0 to 1 ). With each point on each curve being calcu- 
lated independently of its neighboring points, there was no pos- 
sibility of accumulating en'ors as P was incremented. 

The end result of doing this/ 'or  the same values of R as are 
plotted in Fig. 1 is shown in Fig. 2 (in which the curves from 
Fig. 1 have been superimposed as accurately as physically read- 
ing values off a chart allows).  Clearly there are areas of the 

chart where there are small but significant discrepancies that 
were found to be insensitive to both retaining even more terms 
in the series (typically six were more than sufficient in the areas 
of noticeable discrepancy) and the error tolerance applied on P 
in the iteration procedure. 

Discussion 
Possible explanations for the discrepancies are: Nusselt 's 

1930 series solution is in error; Nusselt 's  numerical values 
derived from his series are in error; Bowman et al. made an 
error in implementing Nusselt 's  numerical values; Mason's  
solution is in error (which would, if true, result in consequential 
errors in Kays and London's e-NTU chart); or the numerical 
iterative procedure being utilized was erroneous. 

The third of these possible explanations can be quickly elimi- 
nated by comparing Nusselt 's  numerical results with the curve 
of Bowman et al. for the case of R being unity (implying a 
capacity ratio of unity): The agreement is very good, verifying 
that they had correctly interpreted his tabulated data. When 
Nusselt 's  series solution (rather than his table of numerical 
results) was subsequently encoded and summed within a 
spreadsheet by a procedure very similar to that described above, 
the resultant curves were indistinguishable from those obtained 
via the Mason solution and, as independent verification of the 
numerical procedure, matched extremely well with selected 
points from an e-Ntu analysis. 

For example, for the case R = 1.0 and P = 0.6, the iteration 
procedure outlined above (using either the Mason or the Nusselt 
series) results in a solution F = 0.8113 at which the number 
of transfer units Ntu = 1.8486 and the effectiveness e = 0.6000 
(as it should if P = 0.6 at a capacity ratio of unity, as is implied 
by R = 1.0). 

This effectiveness value also corresponds very well with the 
prediction of  0.6003 obtained fl'om the empirical relationship 

~ 1 - e x p {  [ e x p ( - N T U ° 7 ~ r ) -  1] .NTU°22/r}  

(where r represents the capacity ratio C,,i~n/C ...... = R = 1 in 
this particular case) which usually is accepted as an approximate 
representation of the e-NTU relationship for an exchanger of 
this type (see, for example, Holman, 1992). 

Furthermore, when R = 1 and P = 0.6 are substituted into 
the general approximate explicit equation for mean temperature 
difference developed by Roetzel and N ico l e - -ba sed  on Nus- 
selt 's solution but not on his tabulated va lues - - the  resulting 
value of  F = 0.8117 is in almost exact agreement with the 
solution value of 0.8113 obtained here. 

On the other hand, for the same values of R = 1.0 and P = 
0.6, Nusselt 's  numerical value for F (reflected in Fig. 1) is 
0.835 which, for the same Ntu value of 1.8486, corresponds to 
an incompatible value of  0.617 for the effectiveness. 

The explanation for the discrepancies is therefore clear: The 
error lies in the numerical values presented by Nusselt and 
embraced by Bowman et al., not in the series solution he de- 
rived. Close examination of Nusselt 's  paper reveals three princi- 
pal points at which the errors arose, and these are attributable 
to the severely limited calculator resources available in 1930. 

First, it appears from the numbers presented that Nusselt 
retained only five terms in evaluating his series and, while this 
is of adequate accuracy over most of the domain of  interest, 
the higher order terms do become significant under particular 
combinations of his initial input parameters. Second, for three 
of his five-term series summation calculations (out of a total of  
20) there were not-insignificant outright numerical errors. 

Finally, and probably most importantly, the subsequent calcu- 
lation sequence adopted by Nusselt had the potential to intro- 
duce significant interpolation errors. From the original table of 
only 20 evaluated data points (many of which were inaccurate 
for either or both of  the first two reasons above),  Nusselt devel- 
oped a three-dimensional surface over a square coordinate base, 
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and this surface had pronounced curvature at two of its edges. 
By interpolating over this surface, he generated two subsequent 
tables each containing 100 points, the vast majority of  which 
did not coincide with any of the comparatively sparse data 
points from which the surface had been constructed. 

Consequently, Nusselt 's  final tables of values presented to 
three significant figures imply a calculation accuracy that is, in 
fact, quite unjustified. Indeed, were Nusselt to submit his paper 
to ASME JOURNAL OF HEAT TRANSFER under its current policy 
of requiting that papers containing numerical solutions have an 
assessment of numerical errors, it is probable that it would not 
be considered for review! 
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Optimum Design of Radiating 
Rectangular Plate Fin Array 
Extending From a Plane Wall 

C .  K .  K r i s h n a p r a k a s  i 

N o m e n c l a t u r e  

Ap = profile area of  fin array, m 2 
b 

dFaul-,l~z = 
h =  
J =  

C o n c l u s i o n  K = 

It must be acknowledged that in current heat exchanger de- 1 = 
sign practice, rarely would use be made of  LMTD correction N = 
factor charts such as the one discussed here. Normally it would Nc = 
be expected that LMTD correction factors, if  used, would be Np = 
represented by the appropriate equations incorporated into com- Nw = 
puter-based design packages. Alternatively, the need for an t = 
LMTD correction factor can be bypassed through the use of the T = 
e-NTU method of analysis. Tb = 

Nevertheless, and although generally they are not major in w = 
their magnitude, the errors revealed unexpectedly as a result of  x = 
this work do illustrate that even a respected name in the heat fl = 
transfer literature was not totally infallible, and that errors can c = 
easily propagate through the literature for decades; it is hoped 0 = 
that now there is no need for those errors to propagate further, # = 
particularly in undergraduate heat transfer texts where the cr = 
LMTD correction factor charts are commonly presented. For 
this purpose, Fig. 3 has been prepared. ~b = 

Finally,  out of fairness to Nusselt and out of respect for his 
standing, it must be said that current computers enable us easily 
to undertake tasks that would not have been even contemplated 
a few decades ago. Had Nusselt attempted his task with access 
to the facilities now available to even the most humble of re- 
searchers, his published results almost certainly would have 
been accurate and unchallengeable. 
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fin spacing, m 
elemental view factor from d/.Zl to d#2 
height of fin array, m 
radiosity, W / m  2 
thermal conductivity of  fin material, W / m K  
length of fin, m 
number of grid points along fin length 
conduction-radiation number = Kt/12~rT~ 
dimensionless profile area = Ap/w 2 
dimensionless width = crTb3w/K 
semithickness of fin, m 
temperature of  fin, K 
temperature of  base, K 
width of fin = b + 2t, m 
coordinate along the length of the fin 
dimensionless radiosity = J/aT~ 
emittance 
dimensionless temperture = T/Tb 
dimensionless coordinate length = x / l  
Stefan-Bol tzmann constant = 5.67E-8 
W/m2K 4 
dimensionless rate of  heat loss from fin and base 

I n t r o d u c t i o n  

Radiating fins are used in spacecraft and space vehicles for 
rejecting on-board waste heat to deep space. Since weight is at 
a premium, it is important to have minimum fin mass in these 
applications. Several investigators have analyzed the problem 
of minimization of fin mass in the past; however, there exist a 
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few works that discuss the optimum design of radiating fin array 
considering mutual interactions between the radiator elements. 

Sparrow et al. ( 1961 ) presented the optimum design of radia- 
tively interacting longitudinal fins without considering the fin- 
to-base mutual irradiation. Later Sparrow and Eckert (1962) 
emphasized the importance of mutual radiation interaction be- 
tween fin and its base surface. Schnurr et al. (1976) employed 
a nonlinear optimization technique to determine the minimum 
weight design for straight and circular fins of rectangular and 
triangular profiles, protruding from a cylinder, considering fin- 
to-fin and fin-to-base radiation interactions. Chung and Zhang 
(1991a) determined the optimum shape and minimum mass 
of a thin fin accounting for fin-to-base interaction based on a 
variational calculus approach. Chung and Zhang (1991b) later 
extended their analysis to minimize the weight of a radiating 
straight fin array projecting from a cylindrical surface consider- 
ing both fin-to-fin and fin-to-base interactions. The papers by 
Schnurr et al. and Chung and Zhang do not discuss the configu- 
ration of a straight rectangular plate fin array extending from a 
plane wall. 

The purpose of the present analysis is to determine the mini- 
mum mass design of a straight rectangular fin array extending 
from a plane wall considering fin-to-fin and fin-to-base radiation 
interactions. Correlations in terms of dimensionless numbers 
are presented to facilitate an easy design, i.e., to select the 
optimum fin length, thickness, and spacing. 

Mathematical Model 
Figure 1 shows a schematic of the configuration considered 

for the present analysis. We make the following assumptions: 
(1) steady-state operation, (2) one-dimensional temperature 
distribution in the fin, (3) isothermal base surface, (4) gray- 
diffuse radiator surfaces, (5) absolute zero temperature of the 
environment, (6) no external heat load from the environment, 
and (7) the temperature and radiosity distribution with respect 
to length is the same in every fin, i.e., symmetry condition. The 
symmetry condition enables us to focus our attention only on 
a rectangular groove made up of half-thickness portions of two 
adjacent fins while analyzing the heat transfer mechanism in 
the fin array (see groove ABCD in Fig. 1). The governing 
equations for the heat transfer in the fin may be written in terms 
of dimensionless quantities as 

[ f dZO(l .Zl) /d~l  2 = (e/N~.) 04(~1) - fi(~z)dFa/21-a/22 
/22=0 

fbll 1 -- 133(#3)dFd,1 ,~/23 (1) 
#3 0 .= 

subject to the boundary conditions 

0 = 1 at /~t = 0 (2a) 

dO/d#1 = - ( c / N c ) ( t / l ) 0 4 ( # ~ )  at #1 = 1 (2b) 

and the dimensionless radiosities are given by 

f /0 ( ]£1)  = eO4(~Ll )  + ( l  - -  ~ )  fl(#2)dFd/21 d.2 
/0"2=0 

j• bll 
+ ( 1  - -  ¢ )  fl3(~3)dF@l-dla3 ( 3 )  

/23 0 .= 

f; fl3(#3) = e + (1 - e) f l ( # l )dFau3  e/21 
I = 0 

+ (1 - e) B(~2)dF, t~3-+2 (4) 
2=0 

where the dimensionless temperature, radiosities, and lengths 
are defined by 0 = r d T b ,  f l  = J l / a T b  4 = J21aT~,  f13 = 
J3[oT b  4, ~ i  = x l / l ,  ~2 = x2/1, 1~3 = x3H;  the subscripts 1, 2, 
and 3 refer to fin 1, fin 2, and base surface, respectively. The 
subscript b also refers to the base surface. 

Solution of Eqs. ( 1 ) - ( 4 )  yields the temperature and ra- 
diosity distributions along the length of the fin. 

It is a common practice to express the effectiveness of a 
radiating fin as the ratio of the heat loss from the fin to that 
from a perfectly black isothermal fin of the same configuration 
(Sparrow and Cess, 1978; Ozi~ik, 1973). However, the addition 
of fins, although enhancing the total radiating area, also reduces 
the direct radiative transfer from the base surface due to the 
view blockage of the base to the environment caused by the 
fins. Therefore, in order to determine the overall effect, which 
is of practical interest, we define a dimensionless heat loss 
quantity 45 as the ratio of the actual heat loss from the fin and 
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base surfaces to that from a perfectly black unfinned surface 
with the same temperature. This may be written in terms of 
dimensionless quantities as 

f/o[-, f io 4, = L2 = = fl(#2)dFa, l-au2 

--  /~3(,Iz3)dFdtul-a!a3 d#l + 2e(t/l)041=l 
tz3 0 = 

0,~ 

+ 3 (/.z3) - /3(#l)dFa,3-a~l 
#3,= 0 i=0 

-- l~(Iz2)dfdu3-au2 d~3 [b/l  + 2t/l)  (5) 
2=0 ' ~  

It is to be noted that this definition of 4, is similar to the 
apparent emittance term (e,) defined to represent the emission 
characteristics of cavities with isothermal walls (Sparrow and 
Cess, 1978). From the definition of 4, it is clear that finning is 
effective only when 4, > e. 

Numerical Scheme 
A numerical iterative scheme consisting of a finite difference 

technique and Nystrom technique (Delves and Mohamed, 1985 ) 
based on the Gauss-Legendre quadrature rule is employed to 
solve the governing coupled integro-differential and integral 
equations (Eqs. ( 1 ) - (4)) .  Convergence of the iterative scheme 
is enhanced by applying the Ng acceleration method (Auer, 
1987). 

Optimum Fin Design 
From Eq. (5) we see that 4' depends on four parameters: e, 

No, b/l ,  and t/1, i.e., 4, = 4,(e, N~, b/ l ,  tH). For a given 
emittance e, profile area, Ap = 2tl and fin width, w = b + 2t, 
there is an optimum combination of the variables N~, bH, and 
t/1 such that 4, is maximum. We may state the constrained 
optimization problem mathematically as: 

for given e, Np, and N~, 

maximize 4,(e, N~, b/l ,  t / l)  (6) 

subject to Np = 2 ( t / l ) / [ ( b / l  + 2t/ l)  2] (6a) 

N~ = (t/1)(b/1 + 2t/l)/N,, (6b) 

and 4, > e (6c)  

where Np and Nw are, respectively, the dimensionless profile 
area and width. Nw may also be thought of as a Biot number 
defined for radiation. 

The constraints aid in transforming the multidimensional op- 
timization problem into a univariate one and polynomial inter- 
polation scheme may be used to solve it (Gill et al., 1981 ). 

Results and Discussion 
Figure 2 shows the maximum value of 4, (4,max) plotted as a 

function of Np for different e and Nw values. It is seen that as 
Np increases 4,max increases and the rate of increase in It)max 
decreases. (t/1)opt increases and (b/l)oot decreases as Np is in- 
creased. (No)opt increases with N~,, indicating that higher con- 
duction to radiation interaction is required for higher values 
of 4, ..... 

Th e optimum b/l  and t/1 may well be correlated by the fol- 
lowing expressions: 

(b/l)opt = .~. 1 oq~ m a x "  . . . .  6.27 C3.05 ~ r0,161V w (7) 

= 14,max ( 8 )  (t/l)opt 5.1 12.41 ~ -1.79 Nw°68 
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Validation of the numerical results was obtained by compar- 
ing the 4, versus I/b graphs for l /Nc = 0 with the curves 
presented by Sparrow and Cess (1978) for the apparent emit- 
tance (e~) of rectangular groove cavities, since 4, = e, when 
1/Nc = 0 and terms containing t / l  vanish in Eq. (5).  Our results 
have been found to be indistinguishable, within the scale of the 
plots, from the curves presented by Sparrow and Cess. 

Conclusions 
Results are presented to obtain the optimum mass design of 

a straight rectangular plate fin array extending from a plane 
wall for emittance values in the range 0.5-0.9. Higher heat 
transfer rateS are achieved at higher values of Nc and lower 
values of t/1, i.e., the best performance is achieved by short 
and thin fins. Apparently, the fin array extending from a plane 
wall is not very attractive if the heat transfer mode is radiation 
alone. For most radiative fins, the emittance is usually high, 
e.g., e -> 0.9. As demonstrated by the top curve (e = 0.9) of 
Fig. 2, 4, increases only to 0.97, i.e., the increase in heat transfer 
from unfinned condition to finned condition is only 7.8 percent. 
This indicates that the heat transfer enhancement by using the 
radiative fin array is limited. 
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Measurements of the Structure of 
Self-Preserving Round Buoyant 
Turbulent Plumes 
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Nomenclature 
a = 

B o = 

d =  

f =  
F ( r / ( x  - x , , ) )  = 

Fro = 

kf, k . =  
1M = 

M o =  
F = 

lg = 

U ( r / ( x  - Xo) ) = 
X = 
p = 

Subscripts 
C = 

O = 

Superscripts 
( ) =  

( ) ' =  

acceleration of gravity 
source buoyancy flux 
source diameter 
mixture fraction 
scaled radial distribution o f f ,  Eq. (1) 
source Froude number = (4/7r)t/41M/d 
plume width coefficients based on f a n d  ff 
Morton length scale = --~oA/[3/41~1/2-~o 
source specific momentum flux 
radial distance 
streamwise velocity 
scaled radial distribution of if, Eq. (2) 
streamwise distance 
density 

centerline value 
initial value or virtual origin location 
ambient value 

time-averaged mean value 
root-mean-squared fluctuating value 

Introduction 
Round buoyant turbulent plumes in still and unstratified envi- 

ronments are classical flows that are important for evaluating 
concepts and models of buoyancy/turbulence interactions. Fully 
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developed buoyant turbulent plumes are of greatest interest be- 
cause they have lost extraneous source disturbances and their 
structure is self-preserving, which simplifies both theory and 
the interpretation of measurements (Morton, 1959). These ob- 
servations have prompted many studies of self-preserving buoy- 
ant turbulent plumes; see, for example, Dai et al. ( 1994, 1995a, 
b) ,  Papanicolaou and List (1988), Papantoniou and List 
(1989), Shabbir and George (1992), and references cited 
therein. In contrast to most earlier studies, which were carried 
out nearer to the source, however, the recent measurements of 
Dai et al. (1994, 1995a, b) showed that self-preserving round 
buoyant turbulent plumes were narrower, and had larger mean 
mixture fractions and streamwise velocities near the axis, than 
previously thought. The objective of the present investigation 
was to extend earlier evaluations of these measurements, em- 
phasizing potential problems due to flow confinement, to help 
insure that an artifact of the experiments was not responsible 
for these somewhat startling findings. 

Consistent with most studies of round buoyant turbulent 
plumes, self-preserving plume properties will be defined for 
conditions where buoyant jets are used as plume sources and all 
scalar properties can be represented conveniently as functions of 
the mixture fraction. Reaching self-preserving conditions for 
buoyant jet sources requires that ( x  - X o ) / d  and ( x  - xo) / IM ~> 

1, to insure that effects of both source disturbances and source 
momentum have been lost (Morton, 1959; List, 1982); then, 
self-preserving behavior implies that f ~ 1, that the buoyancy 
flux is conserved, and tha t f and  ff scale as follows: 

f a B 2 2 / 3 ( x  - xo)5/31 d(ln p ) / d f l ~  = F ( r / ( x  - Xo) )  (1) 

ff((X -- X o ) / B o )  1/3 = U ( r / ( x  - Xo))  (2) 

where F (  r / ( x  - xo)  ) and U (  r / ( x  - xo )  ) are universal functions 
that generally are approximated by Gaussian fits; in addition, 
various other flow statistics can be represented as universal 
functions of r / ( x  - Xo) after normalizing mixture fraction and 
velocity properties b y ~  and a-c, respectively (Dai et al., 1994, 
1995a, b).  

The controversy concerning the properties of self-preserving 
round buoyant turbulent plumes involves both the conditions 
needed to observe them and their structure. In particular, most 
earlier measurements to establish the self-preserving structure 
of round buoyant turbulent plumes were limited to ( x  - Xo) /  
d <- 62, which seems small for self-preserving behavior. For 
example, Panchapakesan and Lumley (1993) only observed 
self-preserving behavior for round nonbuoyant turbulent jets 
when ( x  - X o ) / d  >- 70, which is consistent with the observations 
of Dai et al. (1994, 1995a, b) ,  that self-preserving behavior for 
round buoyant turbulent plumes required ( x  - X o ) / d  -> 87 and 
( x  - Xo)/IM --> 12. In addition, Dai et al. (1994, 1995a) found 
that characteristic flow widths were up to 40 percent smaller, 
and F ( 0 )  and U(0) were up to 30 percent larger, than earlier 
results in the literature. Notably, this behavior is consistent 
with the development of plume structure toward self-preserving 
conditions for buoyant jet sources, where normalized flow 
widths progressively decrease, and F (0 )  and U(0) progres- 
sively increase, with increasing streamwise distance until the 
flow becomes self-preserving (Dai et al., 1994). Finally, the 
self-preserving plume properties of f observed by Dai et al. 
(1994) were in good agreement with measurements of Papan- 
toniou and List (1989), which were carried out at comparable 
distances from the source. 

Dai et al. (1994, 1995a, b) completed several typical checks 
of their measurements, including evaluating the measurements 
using the governing equations for mean quantities, establishing 
that the measurements satisfied conservation of buoyancy 
fluxes, and showing that the measurements were relatively inde- 
pendent of the rate of removal of plume gases from the test 
enclosure. Nevertheless, observing narrower self-preserving 
plumes than numerous earlier studies raises new concerns about 
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developed buoyant turbulent plumes are of greatest interest be- 
cause they have lost extraneous source disturbances and their 
structure is self-preserving, which simplifies both theory and 
the interpretation of measurements (Morton, 1959). These ob- 
servations have prompted many studies of self-preserving buoy- 
ant turbulent plumes; see, for example, Dai et al. ( 1994, 1995a, 
b) ,  Papanicolaou and List (1988), Papantoniou and List 
(1989), Shabbir and George (1992), and references cited 
therein. In contrast to most earlier studies, which were carried 
out nearer to the source, however, the recent measurements of 
Dai et al. (1994, 1995a, b) showed that self-preserving round 
buoyant turbulent plumes were narrower, and had larger mean 
mixture fractions and streamwise velocities near the axis, than 
previously thought. The objective of the present investigation 
was to extend earlier evaluations of these measurements, em- 
phasizing potential problems due to flow confinement, to help 
insure that an artifact of the experiments was not responsible 
for these somewhat startling findings. 

Consistent with most studies of round buoyant turbulent 
plumes, self-preserving plume properties will be defined for 
conditions where buoyant jets are used as plume sources and all 
scalar properties can be represented conveniently as functions of 
the mixture fraction. Reaching self-preserving conditions for 
buoyant jet sources requires that ( x  - X o ) / d  and ( x  - xo) / IM ~> 

1, to insure that effects of both source disturbances and source 
momentum have been lost (Morton, 1959; List, 1982); then, 
self-preserving behavior implies that f ~ 1, that the buoyancy 
flux is conserved, and tha t f and  ff scale as follows: 

f a B 2 2 / 3 ( x  - xo)5/31 d(ln p ) / d f l ~  = F ( r / ( x  - Xo) )  (1) 

ff((X -- X o ) / B o )  1/3 = U ( r / ( x  - Xo))  (2) 

where F (  r / ( x  - xo)  ) and U (  r / ( x  - xo )  ) are universal functions 
that generally are approximated by Gaussian fits; in addition, 
various other flow statistics can be represented as universal 
functions of r / ( x  - Xo) after normalizing mixture fraction and 
velocity properties b y ~  and a-c, respectively (Dai et al., 1994, 
1995a, b).  

The controversy concerning the properties of self-preserving 
round buoyant turbulent plumes involves both the conditions 
needed to observe them and their structure. In particular, most 
earlier measurements to establish the self-preserving structure 
of round buoyant turbulent plumes were limited to ( x  - Xo) /  
d <- 62, which seems small for self-preserving behavior. For 
example, Panchapakesan and Lumley (1993) only observed 
self-preserving behavior for round nonbuoyant turbulent jets 
when ( x  - X o ) / d  >- 70, which is consistent with the observations 
of Dai et al. (1994, 1995a, b) ,  that self-preserving behavior for 
round buoyant turbulent plumes required ( x  - X o ) / d  -> 87 and 
( x  - Xo)/IM --> 12. In addition, Dai et al. (1994, 1995a) found 
that characteristic flow widths were up to 40 percent smaller, 
and F ( 0 )  and U(0) were up to 30 percent larger, than earlier 
results in the literature. Notably, this behavior is consistent 
with the development of plume structure toward self-preserving 
conditions for buoyant jet sources, where normalized flow 
widths progressively decrease, and F (0 )  and U(0) progres- 
sively increase, with increasing streamwise distance until the 
flow becomes self-preserving (Dai et al., 1994). Finally, the 
self-preserving plume properties of f observed by Dai et al. 
(1994) were in good agreement with measurements of Papan- 
toniou and List (1989), which were carried out at comparable 
distances from the source. 

Dai et al. (1994, 1995a, b) completed several typical checks 
of their measurements, including evaluating the measurements 
using the governing equations for mean quantities, establishing 
that the measurements satisfied conservation of buoyancy 
fluxes, and showing that the measurements were relatively inde- 
pendent of the rate of removal of plume gases from the test 
enclosure. Nevertheless, observing narrower self-preserving 
plumes than numerous earlier studies raises new concerns about 
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effects of removal rates of exhaust gases from the test enclosure 
because this flow places the plumes in a coflow, which would 
tend to make them narrower than truly unconfined self-preserv- 
ing round buoyant turbulent plumes (see Shabbir and George 
(1992) for a detailed discussion of this and other potential error 
sources for measurements of buoyant turbulent plumes). Thus, 
in order to resolve these concerns about the measurements of 
Dai et al. ( 1994, 1995a, b), the objective of the present investi- 
gation was to quantify the effects of plume exhaust rates on 
their reported self-preserving distributions off ,  if, f ' ,  and if'. 

Experimental  Methods  

Test Apparatus. Experimental methods were identical to 
those of Dai et al. ( 1994, 1995a, b) and will only be described 
briefly. Present considerations were limited to downward-flow- 
ing plumes from a source flow of sulfur hexafluoride in still air 
at atmospheric pressure and temperature, and involved laser- 
induced iodine fluorescence (LIF) to measure mixture fractions 
and laser velocimetry (LV) to measure streamwise velocities. 
The plumes were observed in a 3000 × 3000 × 3400 mm high 
plastic enclosure within a large high-bay test area, which had 
a screen across the top for air inflow, to compensate for the 
removal of air entrained by the plume. The plume flow was 
removed by 300-mm-dia ducts mounted on the floor at the four 
corners of the outer enclosure, with the exhaust flow controlled 
by a bypass/damper system. Probe measurements showed that 
exhaust flows through the four exhaust duct inlets were essen- 
tially the same, and provided measurements of exhaust flow 
rates (95 percent confidence) within 10 percent. The test plume 
was within a smaller enclosure ( 1100 × 1100 × 3200 mm high) 
with plastic screen wails; however, this enclosure had no effect 
on flow properties, i.e., measurements with and without these 
screens present were identical. The plume sources were 
mounted on the inner enclosure, which could be traversed to 
accommodate rigidly mounted instrumentation. The plume 
sources consisted of rigid plastic tubes with flow straighteners 
at the inlet and length-to-diameter ratios of 50:1. The source 
flows were seeded with iodine vapor for LIF measurements, 
while the ambient air was seeded with oil drops for LV measure- 
ments. Maximum mean mixture fractions in the self-preserving 
region were less than 6 percent; therefore, effects of concentra- 
tion bias of LV measurements, because only the ambient air 
was seeded, were negligible. 

Instrumentation. The LIF signal was produced by the 
fluorescence of iodine at the 514.5 nm line of an argon-ion 
laser, separating the LIF emission from light scattered at the 
laser line using a long-pass optical filter. The detector output 
was amplified and low-pass filtered to control alias signals to 
provide roughly four decades of power spectral densities in 
the present flow. Calibration showed that iodine seeding levels 
varied less than 1 percent, that the LIF signal varied linearly 
with laser power and iodine concentration, that reabsorption of 
the LIF emission was negligible, and that differential diffusion 
effects between the source gases and iodine were negligible 
(Dai et al., 1994). Finally, experimental uncertainties (95 per- 
cent confidence) were less than 5 and 10 percent for f and 
f '  up to r / ( x  - Xo) = 0.15 but increased roughly inversely 
proportional to f a t  larger radial distances. 

A dual-beam, frequency-shifted LV was used for velocity 
measurements, based on the 514.5 nm line of an argon-ion laser. 
The detector output was processed using a burst-counter signal 
processor with the low-pass-filtered analog output of the signal 
processor sampled at equal times to avoid problems of velocity 
bias, while directional bias and ambiguity were controlled by 
frequency shifting. The processor output was sampled at rates 
more than twice the break frequency of the low-pass filter to 
control alias signals. Effects of step noise contributed less than 
3 percent to the determination of velocity fluctuations, while the 
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Fig. 1 Radial profiles of mean mixture fractions and streamwise veloci- 
ties for self-preserving round buoyant turbulent plumes 

measurements yielded roughly four decades of power spectral 
densities similar to the mixture fraction fluctuations (Dai et al., 
1995a). Experimental uncertainties of ff and g '  were similar to 

f and f ' .  

Test Conditions. Major parameters of the present measure- 
ments of SF6 plumes were as follows: d = 6.4 mm, uo = 1890 
mm/s, po/p~ = 5.06, Fro = 3.75, IM/d = 3.53, and xo/d  = 0.0. 
The measuring station farthest from the source was at (x  - Xo)/ 
d = 151, while the edge of the plume is at roughly r / ( x  - xo) 
= 0.2, which yields plume diameters and streamwise distances 
less than 360 and 900 ram. This implies that the maximum 
plume cross-sectional area is less than 1.2 percent of the enclo- 
sure cross-sectional area. Exhaust volume flow rates were 
roughly half, equal to, and twice the nominal flow rates used 
earlier, or 0.052, 0.090, and 0.22 m3/s. Assuming uniform con- 
ditions over the cross section of the enclosure, these exhaust 
flows imply coflow velocities of roughly 6, 10, and 24 mm/s 
at the plane of the source exit, which are less than 1.3 percent 
of the source velocity. 

Results and Discussion 
Present measurements at the nominal exhaust flow rate agreed 

with Dai et al. ( 1994, 1995a, b) within experimental uncertain- 
ties; therefore, these results will be represented by their earlier 
correlations. Present measurements of f and ff in the self-pre- 
serving region of buoyant turbulent plumes are plotted in Fig. 
1 for the various flow rates according to the self-preserving 
scaling parameters of Eqs. (1) and (2). The present measure- 
ments were limited to ( x  - Xo)/d = 151 because this was the 
most critical condition with respect to potential coflow effects. 
The effect of varying plume exhaust rates, and thus coflow 
velocities, is seen to be negligible over the present range, with 
profiles of f and ff for all coflow rates agreeing within experi- 
mental uncertainties. Thus, including the new measurements 
with the earlier results of Dai et al. (1994, 1995a, b) yields the 
same universal fitting parameters as before: F(0)  = 12.6 and 
k} = 125, U(0) = 4.3 and k~ = 93. The main effect of increased 
coflow velocities was evidence of a slight increase of stream- 
wise velocity near the edge of the plume, which can be seen 

494  / Vol. 118, M A Y  1996 T r a n s a c t i o n s  of the  A S M E  

Downloaded 11 Dec 2010 to 193.140.21.150. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



1"0 r SYM. (X-Xo)/d EXHAUST RATE (m3/s) 

PRESENT DATA FOR SFs: 
0.8 @ 151 0.22 

• 151 0.052 
DAI ET AL. (1993, 1994) FOR CO2 & SF6: 

0.6 87-151 0.090 

0.4 

,,.W 
0.2 

,d~ °'t f 1:3 

0.0 
-0.3 -0.2 -0.1 0.0 0.1 0.2 0.3 r/(X-Xo) 

Fig. 2 Radial profiles of rms mixture fraction and streamwise velocity 
fluctuations for self-preserving round buoyant turbulent plumes 

most clearly at the outmost points of ff at an exhaust flow rate 
of 0.22 m3/s. 

Radial profiles of fluctuating mixture fractions and stream- 
wise velocities are illustrated in Fig. 2 for the various exhaust 
flow rates. The values o f f '  and if' are plotted according to the 
self-preserving scaling observed by Dai et al. (1994, 1995a). 
Similar to the results for mean properties in Fig. 1, the fluctuat- 
ing properties illustrated in Fig. 2 exhibit variations with exhaust 
rate within experimental uncertainties. Thus, present estimates 
of mixture fraction and streamwise velocity intensities at the 
axis are not changed significantly from the findings of Dai et 
al. (1994, 1995a), i.e., (f ' / f)c = 0.45 and (ff'/ff)c = 0.22. 

Taking the findings illustrated in Figs. 1 and 2 together, it 
appears that the measurements of flow properties within the 
self-preserving region of round buoyant turbulent plumes due 
to Dai et al. ( 1994, 1995a) were not affected by coflow caused 
by effects of confinement within their stated experimental un- 
certainties. Thus, the fact that the measured profiles of Dai et 
al. ( 1994, 1995a, b) are narrower, and have larger scaled mean 
values of mixture fractions and velocities near the axis, than 
previously thought, is due to additional flow development to 
reach truly self-preserving behavior compared to most earlier 
measurements, rather than due to an effect of coflow. 
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A Calculation and Experimental 
Verification of the Infrared 
Transmission Coefficient of Straight 
Cylindrical Metal Tubes 

P. Cava le i ro  M i r a n d a  I 

Introduction 
An accurate figure for the infrared (IR) transmission coeffi- 

cient of a stainless steel guide tube that transports ultra-cold 
neutrons (UCN) from a cryostat at 0.5 K to a room temperature 
apparatus is required in order to estimate the reduction in the 
heat load on the cryostat's UCN window achieved by cooling 
down the guide tube from 300 K to 77 K. The heat emitted by 
the cooled guide tube is negligible compared to the heat input 
from the room temperature apparatus, which behaves approxi- 
mately like a blackbody at 300 K, and so the reduction in heat 
load is given by the transmission coefficient of the guide tube 
for 300 K blackbody radiation. 

It was shown by Ohlmann et al. (1958) that the transmission 
of infrared (IR) radiation by cylindrical metal pipes decreases 
exponentially with length, for a monochromatic point source 
located on-axis and taking into account only rays making small 
grazing angles with the wall. In the case of an IR source cov- 
ering the whole cross section of the tube and providing 27r 
steradians illumination a significant part of the emitted energy 
is carried by skew rays. As these rays undergo more reflections 
the attenuation will be significantly higher than that predicted 
by Ohlmann's formula. 

Calculation of the IR Transmission Coefficient of a 
Straight Cylindrical Metal Pipe 

In the case of 300 K blackbody radiation traveling in a vac- 
uum and incident on stainless steel, the low-frequency limit 
expressions for the reflection coefficients apply. The coefficients 
for both polarizations, p_l_ and P[I, depend essentially on the 
wavelength k, the cosine of the angle of incidence ~, and the 
DC electrical conductivity ke of the metal (e.g., Stratton, 1941 ). 
For one particular ray of unpolarized "l ight" traveling down 
the tube and making a total of N identical reflections, the fraction 
t of energy transmitted will be 
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most clearly at the outmost points of ff at an exhaust flow rate 
of 0.22 m3/s. 

Radial profiles of fluctuating mixture fractions and stream- 
wise velocities are illustrated in Fig. 2 for the various exhaust 
flow rates. The values o f f '  and if' are plotted according to the 
self-preserving scaling observed by Dai et al. (1994, 1995a). 
Similar to the results for mean properties in Fig. 1, the fluctuat- 
ing properties illustrated in Fig. 2 exhibit variations with exhaust 
rate within experimental uncertainties. Thus, present estimates 
of mixture fraction and streamwise velocity intensities at the 
axis are not changed significantly from the findings of Dai et 
al. (1994, 1995a), i.e., (f ' / f)c = 0.45 and (ff'/ff)c = 0.22. 

Taking the findings illustrated in Figs. 1 and 2 together, it 
appears that the measurements of flow properties within the 
self-preserving region of round buoyant turbulent plumes due 
to Dai et al. ( 1994, 1995a) were not affected by coflow caused 
by effects of confinement within their stated experimental un- 
certainties. Thus, the fact that the measured profiles of Dai et 
al. ( 1994, 1995a, b) are narrower, and have larger scaled mean 
values of mixture fractions and velocities near the axis, than 
previously thought, is due to additional flow development to 
reach truly self-preserving behavior compared to most earlier 
measurements, rather than due to an effect of coflow. 
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Introduction 
An accurate figure for the infrared (IR) transmission coeffi- 

cient of a stainless steel guide tube that transports ultra-cold 
neutrons (UCN) from a cryostat at 0.5 K to a room temperature 
apparatus is required in order to estimate the reduction in the 
heat load on the cryostat's UCN window achieved by cooling 
down the guide tube from 300 K to 77 K. The heat emitted by 
the cooled guide tube is negligible compared to the heat input 
from the room temperature apparatus, which behaves approxi- 
mately like a blackbody at 300 K, and so the reduction in heat 
load is given by the transmission coefficient of the guide tube 
for 300 K blackbody radiation. 

It was shown by Ohlmann et al. (1958) that the transmission 
of infrared (IR) radiation by cylindrical metal pipes decreases 
exponentially with length, for a monochromatic point source 
located on-axis and taking into account only rays making small 
grazing angles with the wall. In the case of an IR source cov- 
ering the whole cross section of the tube and providing 27r 
steradians illumination a significant part of the emitted energy 
is carried by skew rays. As these rays undergo more reflections 
the attenuation will be significantly higher than that predicted 
by Ohlmann's formula. 

Calculation of the IR Transmission Coefficient of a 
Straight Cylindrical Metal Pipe 

In the case of 300 K blackbody radiation traveling in a vac- 
uum and incident on stainless steel, the low-frequency limit 
expressions for the reflection coefficients apply. The coefficients 
for both polarizations, p_l_ and P[I, depend essentially on the 
wavelength k, the cosine of the angle of incidence ~, and the 
DC electrical conductivity ke of the metal (e.g., Stratton, 1941 ). 
For one particular ray of unpolarized "l ight" traveling down 
the tube and making a total of N identical reflections, the fraction 
t of energy transmitted will be 
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Fig. 1 Projections of the trajectory of a ray traveling down a cylindrical 
pipe by specular reflection. Capital letters denote reflection points in 
space, primed letters denote the projection of those points onto the xy 
plane, and double-primed letters the projection of the points onto a plane 
containing the z axis. Note that ~ f  is equal to ~,~' only in the longitudinal 
plane containing the reflection point. 

t - - -  (1)  
2 

Because parallel and perpendicular refer to the plane of  inci- 
dence, which for a cylindrical tube takes up all possible angles 
around the z axis uniformly, any light entering the tube can 
be regarded as unpolarized as far as the overall transmission 
coefficient is concerned. 

Due to the cylindrical symmetry of  the geometry, a ray al- 
ways strikes the wall at the same angle of incidence and covers 
a constant distance between bounces. Let d be this distance 
measured along the axis of the cylinder, the z axis, and do the 
distance covered along z before the first bounce. N is then equal 
to the first integer greater than (L - do)/d. The constancy of  
d and '~ can be deduced from a drawing like the one shown in 
Fig. 1. The origin of  the coordinate system is the center of  the 
circle of  radius R defined by the tube's entrance, r is the distance 
from the origin at which the ray crosses the entrance plane, 0 
is the angle that the projection of the ray onto this plane makes 
with r ,  and a is the angle the trajectory makes with the z axis. 
By considering the projection of  the trajectory onto the entrance 
plane, it can be shown that 

~/R 2 -- r 2 sin 2 0 
d = 2  

tan c~ 

~/R 2 -  r 2sin 2 0 -  r c o s 0  
d 0 = 

tan a 

( R  2 - r 2 sin 2 0 . 
COS ~ = sin o~ (2) 

R 

It is assumed that emission is uniform over the area of  the 
entrance disk and that its spectrum is that of  a blackbody at 
temperature T. The transmission coefficient is then given by 

f f l y  t(r, O, ~, k ) w ( r ,  c~, k)drdOdc~dk 
t = (3) 

f f f f  w(r, ~, k)drdOdo~dX 

where the weighting function w(r, c~, X) = r sin 2 a Eb(k, T) 
and where E~,(k, T) is the spectral emissive power of a black- 
body (e.g., Incropera and DeWitt, 1981). 

The guide tubes used in the experimental verification of  these 
calculations have a radius R = 3.35 cm and are made out of 
316 stainless steel, which has an electrical conductivity of about 
2 × 106 S/m at 77 K and a relative permeability #//z0 ~ 1.01 
when austenized (Smithel!s, 1967; Meaden, 1965). The integra- 
tion ranges were set to r: 0 -3 .15  cm, o~: 0-7r/2, k: 3 - 2 5 0  ,am, 
and 0:0-~r. The fact that the radiation source does not cover 
the whole of the entrance plane increases the transmission by 
approximately 1 percent. 

Table 1 Theoretical and experimental IR transmission coefficients for 
316 stainless steel guide tubes of various lengths (I.D. = 67 mm and ko 
= 2 x 10 e S/m).  The 63-mm-dia coaxial source of 300 K blackbody 
radiation is located at the entrance to the tube. 

Theoretical 

L (em) t (%) I L (em) t^ (°,4) 

0.1 9991±0.02 0.4~0.1 99.5±1.2 

1 98.2±02 1.05~0A5 98.5±1.1 

5 90.5±0.2 9.8:~0.2 902±1.2 

10 82.9±0.2 25.4±0.2 71.3±1.3 

20 70.9~0.2 50.3±0.2 51.7±1.5 

40 54.8:~0.1 79.8±0.2 37,5±1,6 

60 44.4:t=0.1 114.8±0.2 27.1±1.8 

80 37.1±0.1 

100 31.77:t:0.05 

120 27.73:~0.03 

200 ] 18.32±0.01 

300 12.98±0.01 

Experimental 

t u (%) t (%) 

98.9~:1,1 99.2,-=08 

98.0~:1.1 982--0.8 

89.8~1.1 90.0±0.8 

71.0J:1.3 71.2±0.9 

51,3~1.6 51.5:~1.1 

36.9&1.6 37.2±1.1 

26.4:~ 18 26.8±1.3 

The integral was evaluated numerically using a standard 
NAG Library routine (D01FCF) yielding the theoretical results 
listed in Table 1 and plotted in Fig. 2 as a solid curve. 

Experimental Verification With UCN Guide Tubes 
A length of honed and electropolished stainless steel tube is 

sealed at both ends by flanges through which the electrical 
and vacuum connections are made. Each flange carries on an 
insulating stem a concentric copper disk of radius ro uniformly 
heated and whose temperature is monitored by two thermistors 
and one Pt resistor. The disk surfaces facing each other are 
covered with a fine carborundum powder and painted black to 
increase their IR emissivity. The evacuated assembly is im- 
mersed in liquid nitrogen. 

The experiment consists in measuring the electrical power 
P,~, which must be fed into each heater in order to keep the 
disks' temperature constant at T = 300 K as a function of the 
distance L between the disks, each of which is acting both as 
a source and a detector of  IR radiation. When the disks are 
" z e r o "  distance it is only necessary to dissipate a small amount 
of power Po in the heaters. When the disks are so far apart that 
one does not receive any heat from the other, a maximum 
amount of  power P ..... = P0 + P~. must be supplied to the heaters, 
where P, = e(Trr~)~rT 4 and E is the emissivity of the black 
surfaces. In order to keep the radiation and conduction losses Po 

100 
t0 20 L/D 

g 

80 

60 

40 

20 

0 
0 

i i i 

50 100 150 
L (cm) 

200 

Fig. 2 The calculated (solid curve) and experimental values for the IR 
transmission of a 67 mm ID stainless steel tube, honed and electro- 
polished, illuminated by a 63 mm diameter coaxial blackbody source at 
300 K located at the tube's entrance. 
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constant throughout the experiment, the disks are permanently 
assembled on the flanges and the distance between the disks is 
varied by cutting the tube. 

For each disk the value of P ...... was measured by mounting 
the flange on a 77 K " c a v i t y "  and estimates of P0, and hence 
c = (Pmax - Po)/(Trr~GT4), were obtained a posteriori by ex- 
trapolation of the P~(L) curve to L = 0. 

The existence of a small annular spacing around the disks to 
prevent thermal contact causes the transmission to be underesti- 
mated as only a fraction y of the transmitted power tPs impinges 
on the other disk. An approximate expression for T with the 
correct behavior as a function of L is 

=F+ 2 

(4) 

where F is the view or shape factor and is defined as the fraction 
of the radiation leaving one disk and intercepted directly by the 
other (cf. Incropera and DeWitt, for example).  The theoretical 
transmission values were taken as estimates for the transmission 
t. The emission and absorption of radiation travelling in the 
tube by the shiny rear surface of the disks have been neglected. 

Taking this correction into account as well as the multiple 
reflections due to the finite reflectivity 1 - e of  the black sur- 
faces, the expression relating the transmission coefficient t(L) 
to the electric power P~(L) dissipated in a heater is 

P ...... - P ~ ( L )  
t(L) = (5) 

T(P  ..... - P0 - (1 - e)[P, ,(L) - P0]) 

The IR radiation emitted by the tube itself has not been taken 
77 4 into account in this analysis as it represents, at most, ( .~ )  = 

0.5 percent of  the heat input. 
The measured values of t(L) are compiled in Table 1. Each 

disk provides an independent measurement of the transmission, 
tA and tB, respectively, and so their average value t is calculated 
and plotted with error bars in Fig. 2. An experimental error is 
calculated for each power measurement Pe(L), taking into ac- 
count the uncertainty in measuring the voltage applied to the 
heater and the current flowing through it as well as the uncer- 
tainty in determining the average temperature of  the disk. In 
the case of  Pmax there is also a small contribution from the 
uncertainty in the emissivity of the 77 K cavity, for P0 a large 
contribution from the extrapolation procedure and for e a small 
contribution from the uncertainty in disk area. The overall error 
calculated for each value of t(L) is dominated by the uncertain- 
ties associated with P0 and the average disk temperature. 

The difference between the experimental points and the theo- 
retical curve is significant but it is always less than 8 percent 
for lengths up to 1.2 m. It can be explained by the combination 
of  the two following opposite tendencies, which were not taken 
into account in the calculation or in the analysis. The lower 
transmission observed at longer tube lengths can be attributed 
to diffuse reflection caused by surface roughness or waviness 
or to contamination of the surface with a lower reflectivity layer, 
such as water vapor. For the shorter lengths these effects are less 
noticeable and so nonideal properties of  the emitters, namely 
forward-peaked emission of  a soft spectrum, could contribute 
to a higher measured transmission. The crude correction imple- 
mented to account for the existence of small annuli around the 
disks will also tend to overestimate the transmission for guide 
lengths of less than three radii. The first tendency reflects the 
real properties of  the tube' s surface, whereas the second one is 
due to artifacts of  this particular experimental method. 

Conclus ions  
The analytical expression derived in this paper (Eq. (3))  

yields good estimates for the IR transmission coefficient of 
straight metal pipes even when the source is large and close to 

or within the pipe. It was verified experimentally that a 1.5 m 
length of  67 mm ID stainless steel tube will attenuate by a 
factor of 5 the radiation emitted by a blackbody at 300 K placed 
at its entrance. A 90 deg bend in the tube is likely to provide 
another attenuation factor of 2 (Ohlmann et al., 1958) resulting 
in an overall reduction in the radiation heat load on the cryo- 
stat's window by a factor of 10. 
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Nomenclature  
D = inside diameter of  tube, mm 

Fr/, = Froude number with all flow as liquid = G2/(p~gD) 
g = acceleration due to gravity, m/s 2 
G = mass flux, kg/m 2.s 
pj = density of  liquid refrigerant, kg/m 3 

Introduct ion 
This paper presents results of an experimental study for 

forced convection evaporative heat transfer coefficients of R- 
134a (a replacement for R-12),  inside a horizontal microfin 
tube. Data are reported as a function of parametric values of 
mass flux, quality, and heat flux in the test section. Results 
include heat transfer coefficients for the low mass flux levels 
typically encountered in household refrigerators and certain 
small-scale commercial evaporators. 

Previous work with microfin tubes and R-134a appears to be 
limited to a study by Eckels and Pate (1991).  Because of  the 
difference in experimental apparatus and the operating condi- 
tions it was not possible to provide a one-to-one comparison of 
the present study results with those of  Eckels and Pate (1991).  
However,  for selected points where the conditions were close 
to each other a satisfactory comparison was documented by 
Ohadi et al. (1994).  In a recent study, Thors and Bogart (1994) 
report results for in-tube evaporation of R-22 with microfin 
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constant throughout the experiment, the disks are permanently 
assembled on the flanges and the distance between the disks is 
varied by cutting the tube. 

For each disk the value of P ...... was measured by mounting 
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c = (Pmax - Po)/(Trr~GT4), were obtained a posteriori by ex- 
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prevent thermal contact causes the transmission to be underesti- 
mated as only a fraction y of the transmitted power tPs impinges 
on the other disk. An approximate expression for T with the 
correct behavior as a function of L is 

=F+ 2 

(4) 

where F is the view or shape factor and is defined as the fraction 
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faces, the expression relating the transmission coefficient t(L) 
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P ...... - P ~ ( L )  
t(L) = (5) 

T(P  ..... - P0 - (1 - e)[P, ,(L) - P0]) 

The IR radiation emitted by the tube itself has not been taken 
77 4 into account in this analysis as it represents, at most, ( .~ )  = 

0.5 percent of  the heat input. 
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or to contamination of the surface with a lower reflectivity layer, 
such as water vapor. For the shorter lengths these effects are less 
noticeable and so nonideal properties of  the emitters, namely 
forward-peaked emission of  a soft spectrum, could contribute 
to a higher measured transmission. The crude correction imple- 
mented to account for the existence of small annuli around the 
disks will also tend to overestimate the transmission for guide 
lengths of less than three radii. The first tendency reflects the 
real properties of  the tube' s surface, whereas the second one is 
due to artifacts of  this particular experimental method. 

Conclus ions  
The analytical expression derived in this paper (Eq. (3))  

yields good estimates for the IR transmission coefficient of 
straight metal pipes even when the source is large and close to 

or within the pipe. It was verified experimentally that a 1.5 m 
length of  67 mm ID stainless steel tube will attenuate by a 
factor of 5 the radiation emitted by a blackbody at 300 K placed 
at its entrance. A 90 deg bend in the tube is likely to provide 
another attenuation factor of 2 (Ohlmann et al., 1958) resulting 
in an overall reduction in the radiation heat load on the cryo- 
stat's window by a factor of 10. 
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G = mass flux, kg/m 2.s 
pj = density of  liquid refrigerant, kg/m 3 

Introduct ion 
This paper presents results of an experimental study for 

forced convection evaporative heat transfer coefficients of R- 
134a (a replacement for R-12),  inside a horizontal microfin 
tube. Data are reported as a function of parametric values of 
mass flux, quality, and heat flux in the test section. Results 
include heat transfer coefficients for the low mass flux levels 
typically encountered in household refrigerators and certain 
small-scale commercial evaporators. 

Previous work with microfin tubes and R-134a appears to be 
limited to a study by Eckels and Pate (1991).  Because of  the 
difference in experimental apparatus and the operating condi- 
tions it was not possible to provide a one-to-one comparison of 
the present study results with those of  Eckels and Pate (1991).  
However,  for selected points where the conditions were close 
to each other a satisfactory comparison was documented by 
Ohadi et al. (1994).  In a recent study, Thors and Bogart (1994) 
report results for in-tube evaporation of R-22 with microfin 
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Fig, 1 Schematic of the experimental apparatus 

tubes. A comprehensive documentation of the literature on mi- 
crofin tubes can be found from Schlager et al. (1987) and Eckels 
and Pate (1991). 

Experimental Apparatus 
The experimental test apparatus used in the present study is 

schematically shown in Fig. 1. As seen there, the setup consists 
of two distinct flow loops: ( 1 ) the test section refrigerant loop 
and (2) a condenser cooling loop utilizing R-12. The test section 
refrigerant loop includes a hermetic oil-free pump, a drier filter, 
a precision coriolis mass flowmeter, an electrical preheater, the 
test section, a condenser unit, and an accumulator• The refriger- 
ant flow rate can be controlled by the pump in the range of 20 
kg/m 2" s to 200 kg/m2.s (liquid Reynolds number between 
1200 and 12,000) and the quality at which the refrigerant enters 
the test section can be controlled by the electric preheater from 
subcooled to superheated condition. The test section is a hori- 
zontally mounted, microfin copper tube with 12.7 mm (0.5 in.) 
OD, 60 fins, and 18 deg helix angle. The nominal inside diame- 
ter of this tube is 11.78 mm (0.46 in.) with ridge height of 0.3 
mm (0•012 in.). 

The heat flux required for boiling the refrigerant is provided 
by an electrical heater wrapped around the test-section tube. 
The portion of the test section where electrical heating is applied 
is 495 mm ( 19.5 in.) long. The wall temperature measurements 
are done in the middle 305 mm (12 in.) portion of the test 
section (Fig. 2). All calculations for heat transfer coefficients 
are based on this test section length so as to minimize the effect 
of axial heat losses within the test section. The test section 
instrumentation allows operation up to 30 kW/m 2 of heat flux. 
The exit end of the test section has a sight glass of almost the 
same inside diameter as the test section in order to observe the 
flow patterns. Although the sight glass was not designed to 
reflect the details of the flow patterns, it served as a good qualita- 
tive guide to characterize the flow regimes. The wall tempera- 
tures are measured using copper-constantan thermocouples di- 
rectly soldered on the outside of the tube. Temperatures are 
measured at four axial locations at equal intervals of 76 mm 
(3 in.). At each axial location, two thermocouples are placed 
circumferentially, one at the top and one at the bottom of the 
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Fig. 3 Variation of heat transfer coefficient with quality at various heat 
flux levels 

tube. The location of thermocouples and exact dimensions of 
the test section are indicated in Fig. 2. Details of the experimen- 
tal setup and the procedure can be found from Ohadi et al. 
(1994). 

Results and Discussion 
Calculation of the heat transfer coefficient h was based on 

the following defining equation: 

h - Q (1) 
A ( T w  - T.~,t) 

in which Tw is the tube wall temperature, which is taken as the 
arithmetic mean of eight thermocouples installed on the test- 
section wall. Strictly speaking, Tw should be the average inner 
tube wall temperature. However, simple calculations justified 
the approximation of taking outside wall temperature as Tw. 
The temperature T,~at is the saturation temperature of the test 
refrigerant corresponding to the test section pressure. Since the 
test section was just 305 mm long, the pressure drop in this 
length in all flow regimes was found to be negligibly small and 
the test section pressure was assumed to be equal to the pressure 
at the inlet of the test section. A is the heat transfer area based 
on the nominal diameter of the test section tube. 

The quality calculation for the refrigerant at different loca- 
tions (see Fig. 1 for state points) in the test-section loop is done 
by utilizing appropriate energy balance equations. The quality 
after the preheater is calculated by using the following equa- 
tions: 

el : f ( T , ,  P )  (2) 

e2 = el + Qp--Ah (3) 
m r  

X2 = f (  P, e2) (4) 

where e~ and e2 are the specific enthalpy of the refrigerant 
at the preheater inlet and exit, respectively. Having T~ and P 
measured, the specific enthalpy can easily be obtained from the 
corresponding equation of state. Qph is the heat transferred to 
the refrigerant by the preheater and mr is the mass flow rate of 
the refrigerant. It is assumed that the pressure drop across the 
preheater is negligible. The quality of the refrigerant at the test 
section entrance X3 and exit X4 can be obtained once the heat 
input to the test section Qe is known. The average test-section 
quality X, vg is calculated by taking the arithmetic mean of X3 
and X4. The maximum uncertainty in heat flux measurement is 
_+4.6 percent. The maximum uncertainty in heat transfer coeffi- 
cient and quality is _+4.8 and +4.7 percent, respectively. 

Experiments were conducted at 575 kPa (83.4 psi) pressure. 
The saturation temperature corresponding to this pressure is 
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20.15°C (68.3°F). This operating condition was selected so that 
the heat losses to the surroundings were kept minimum. Figure 
3 shows the variation of heat transfer coefficient with quality 
at various heat flux levels for a mass flux of 50 kg/m 2" s. At 
this relatively low mass flux, the sight glass downstream of the 
test section indicated the flow pattern was predominantly wavy-  
stratified. For such a regime the effect of quality on the heat 
transfer coefficient should be insignificant. This is because at 
low mass flow rates, the convective boiling is less dominant 
than the nucleate boiling and nucleate boiling does not appear 
to get suppressed even at higher qualities. From the figure it 
can also be observed that as the heat flux increases, the heat 
transfer coefficient increases due to the increase in nucleate 
boiling dynamics associated with a higher heat flux. 

Figure 4 shows the variation of the heat transfer coefficient 
with mass flux at an average quality of 30 percent for different 
heat flux levels. As expected, with an increase in the mass flux 
heat transfer coefficient increases for the range of heat fluxes 
examined here. It is also seen that for a given mass flux, a 
higher heat flux results in a higher heat transfer coefficient. 
Note that for a mass flux larger than 100 kg/m2"s, the heat 
transfer coefficient experiences a marked increase. This indi- 
cates the influence of stratification at low flow rates in horizontal 
tubes. The visual observation of the flow through the sight glass 
indicated that for mass fluxes less than 100 kg/m z" s, the flow 
was predominantly stratified, but as the mass flux increased the 
flow became annular. The 100 kg/m 2. s mass flux represents 
the transition value from stratified flow to annular for the mi- 
crofin tube tested here and corresponds to allflow liquid Froude 
number (Frto) of 0.058. This compares to Fr~,, of 0.04 value 
predicted by Shah (1982) and Kandlikar (1990) for horizontal 
smooth tubes. However, it has been described in a recent publi- 
cation (Kattan et al., 1995) that the transition from stratified to 
unstratified flow may not depend solely on Fr~,,. 
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Introduction 

The enhancement of condensation heat transfer is of crucial 
importance to many industries, including the HVAC, power, 
process, and aerospace industries. A variety of enhancement 
techniques have been researched and implemented to a limited 
range of industrial applications. These techniques are commonly 
referred to as passive and active means of condensation heat 
transfer enhancement. 

The electrohydrodynamically (EHD) enhanced condenser is 
still considered a rather exotic candidate in the field. Neverthe- 
less, the recent progress made indicates that this technique will 
find its way in the market place in the near future. With this 
active technique, the extraction of the performance restricting 
liquid from the condensation surface can be realized by nonuni- 
form electric fields. The EHD enhancement of condens~ition 
heat transfer features several distinct advantages over conven- 
tional methods. Surface coating with nonwetting substances, for 
example Teflon or noble metals in steam condensers, is not 
applicable for refrigerants due to their low surface tension. An- 
other important benefit is the possibility of varying the conden- 
sation heat transfer by simply changing the applied voltage. 
Furthermore, the EHD condenser contains no moving parts and 
the electric power input is negligible. 

EHD enhancement of condensation heat transfer has been 
studied only over the past three decades. Velkoff and Miller 
( 1965 ), Choi (1968), Didkovsky and Bologa ( 1981 ), Cooper 
and Allen (1984), Yabe et al. (1985), and Trommelmans and 
Berghmans (1986) are among a few others who investigated 
this topic. 

The work conducted in the past dealt exclusively with the 
EHD enhancement of condensation heat transfer on smooth 
surfaces. However, a variety of enhanced tubes has been devel- 
oped that can passively increase the condensation heat transfer 
coefficient by several hundred percent. This paper presents the 
results of an EHD-extraction phenomenon study to enhance 
condensation heat transfer using a smooth and an enhanced 
tube. 
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20.15°C (68.3°F). This operating condition was selected so that 
the heat losses to the surroundings were kept minimum. Figure 
3 shows the variation of heat transfer coefficient with quality 
at various heat flux levels for a mass flux of 50 kg/m 2" s. At 
this relatively low mass flux, the sight glass downstream of the 
test section indicated the flow pattern was predominantly wavy-  
stratified. For such a regime the effect of quality on the heat 
transfer coefficient should be insignificant. This is because at 
low mass flow rates, the convective boiling is less dominant 
than the nucleate boiling and nucleate boiling does not appear 
to get suppressed even at higher qualities. From the figure it 
can also be observed that as the heat flux increases, the heat 
transfer coefficient increases due to the increase in nucleate 
boiling dynamics associated with a higher heat flux. 

Figure 4 shows the variation of the heat transfer coefficient 
with mass flux at an average quality of 30 percent for different 
heat flux levels. As expected, with an increase in the mass flux 
heat transfer coefficient increases for the range of heat fluxes 
examined here. It is also seen that for a given mass flux, a 
higher heat flux results in a higher heat transfer coefficient. 
Note that for a mass flux larger than 100 kg/m2"s, the heat 
transfer coefficient experiences a marked increase. This indi- 
cates the influence of stratification at low flow rates in horizontal 
tubes. The visual observation of the flow through the sight glass 
indicated that for mass fluxes less than 100 kg/m z" s, the flow 
was predominantly stratified, but as the mass flux increased the 
flow became annular. The 100 kg/m 2. s mass flux represents 
the transition value from stratified flow to annular for the mi- 
crofin tube tested here and corresponds to allflow liquid Froude 
number (Frto) of 0.058. This compares to Fr~,, of 0.04 value 
predicted by Shah (1982) and Kandlikar (1990) for horizontal 
smooth tubes. However, it has been described in a recent publi- 
cation (Kattan et al., 1995) that the transition from stratified to 
unstratified flow may not depend solely on Fr~,,. 
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Introduction 

The enhancement of condensation heat transfer is of crucial 
importance to many industries, including the HVAC, power, 
process, and aerospace industries. A variety of enhancement 
techniques have been researched and implemented to a limited 
range of industrial applications. These techniques are commonly 
referred to as passive and active means of condensation heat 
transfer enhancement. 

The electrohydrodynamically (EHD) enhanced condenser is 
still considered a rather exotic candidate in the field. Neverthe- 
less, the recent progress made indicates that this technique will 
find its way in the market place in the near future. With this 
active technique, the extraction of the performance restricting 
liquid from the condensation surface can be realized by nonuni- 
form electric fields. The EHD enhancement of condens~ition 
heat transfer features several distinct advantages over conven- 
tional methods. Surface coating with nonwetting substances, for 
example Teflon or noble metals in steam condensers, is not 
applicable for refrigerants due to their low surface tension. An- 
other important benefit is the possibility of varying the conden- 
sation heat transfer by simply changing the applied voltage. 
Furthermore, the EHD condenser contains no moving parts and 
the electric power input is negligible. 

EHD enhancement of condensation heat transfer has been 
studied only over the past three decades. Velkoff and Miller 
( 1965 ), Choi (1968), Didkovsky and Bologa ( 1981 ), Cooper 
and Allen (1984), Yabe et al. (1985), and Trommelmans and 
Berghmans (1986) are among a few others who investigated 
this topic. 

The work conducted in the past dealt exclusively with the 
EHD enhancement of condensation heat transfer on smooth 
surfaces. However, a variety of enhanced tubes has been devel- 
oped that can passively increase the condensation heat transfer 
coefficient by several hundred percent. This paper presents the 
results of an EHD-extraction phenomenon study to enhance 
condensation heat transfer using a smooth and an enhanced 
tube. 
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Experimental Setup 
An experimental apparatus was designed and built to study 

the EHD enhanced condensation heat transfer in a vertical con- 
figuration. Details regarding the experimental setup can be 
found from Wawzyniak (1993). The main loop consists of an 
evaporator, the vertical condenser, a flow meter, and a pump 
as shown in Fig. 1. The acrylic shell of the condenser measures 
1000 mm in length, 76.2 mm (3 in.) ID, and 88.9 mm (3½ in.) 
OD. Two 1 kW immersion heaters are utilized in the evaporator. 
To prevent heat losses, the entire main loop including evapora- 
tor and condenser is insulated with fiberglass. The cooling loop 
includes a recirculating chiller, a flow meter, and the condensa- 
tion tube. The chiller is capable of removing 4.5 kW heat at a 
fluid temperature of 20°C. The condensation surface tempera- 
ture is measured by 12 T-type (special limits of error) thermo- 
couples. The thermocouples are soldered into the tube wall. The 
thermocouples are ground down to be flush with the condensa- 
tion surface. The thermocouples are located at 100 mm, 300 
ram, 500 ram, 700 ram, 800 ram, and 900 ram, respectively, 
measured from the top of the condenser. At each height, two 
thermocouples are arranged 180 deg apart around the circumfer- 
ence. 

A 50 kV-5 mA DC power supply is employed to generate 
the required electric potential. The condenser tube, the rig con- 
taining the condenser, and the power supply are grounded 
through a common terminal board. Three acrylic spacers are 
employed to hold four brass rods (4.76 mm diameter, 915 mm 
long) over the condensation surface. The electrodes are soldered 
to these vertical rods and a high voltage cable is connected to 
these supporting rods. 

Refrigerant-113 is used as working fluid. It was chosen be- 
cause of its well-established properties (ASHRAE Handbook, 
Fundamentals, 1993) and because it is fairly easy to handle. It 
has a relatively high boiling point and is compatible with a 
wide array of common materials. However, R-113 is being 
phased out due to its high ozone depletion potential and global 
warming potential. Nevertheless, Sunada et al. (1991) showed 
that for EHD pseudo-dropwise condensation even better en- 
hancement ratios can be reached when using R-123, an environ- 
mentally much friendlier substance. The EHD phenomena can 
be realized with most dielectric fluids, including various refrig- 

erants. The two electric properties, conductivity and permittiv- 
ity, of a working fluid are the most critical properties directly 
affecting the EHD phenomena. The electric conductivity and 
electric permittivity of pure working fluid in this study were 
measured at 6.5 × 10-~2 S/m and 2.3 x 10 -11 F/m, respectively, 
at atmospheric pressure and 21°C. 

Prior to each test, the system was evacuated by means of a 
vacuum pump to remove the noncondensable gases. The tests 
were conducted at a constant vapor pressure slightly above 
atmospheric (106.80 kPa). A change in the heat transfer coeffi- 
cient due to the EHD-extraction phenomenon results in a change 
of the system pressure, which is then compensated for by vary- 
ing the heater input. 

The electrode design utilized during this study follows the 
one suggested by Yabe et al. (1985). The electrodes are made 
from brass rods (2.38 mm diameter), which are cold rolled to 
obtain a rectangular cross section of 1.4 mm by 3 mm. This 
procedure results in a more effective electrode with rounded 
edges, thus minimizing the possibility of electric discharge. The 
extraction section, characterized by a constant electrode-tube 
gap of 1.6 mm and an angle of 5 deg with the horizontal direc- 
tion, is set over one pitch (see Fig. 2). A total of eight electrodes 
is then built into the condenser to realize the extraction phenom- 
enon at various locations. The electrodes are spaced evenly over 
the length of the supporting rods at a distance of 110 mm 
between them. 

One smooth copper tube and one externally enhanced copper 
tube (Turbo CII®), both having an outer diameter of 19.05 
mm, were tested. The enhanced tube is manufactured by a cold 
forming process followed by a serrating operation. Thus, closely 
packed fins with a rectangular cross section of approximately 
0.3 mm × 0.5 mm and a length of 0.5 mm are created. 

The method of Kline and McClintock (1953) was used to 
determine the uncertainty of the calculated average condensa- 
tion heat transfer coefficients. For the smooth tube an uncer- 
tainty between 5.71 and 8.07 percent has to be considered. The 
higher heat fluxes encountered with the enhanced tube result 
in a smaller vapor-wall temperature difference and thus, an 
uncertainty in the condensation heat transfer coefficient ranging 
from 5.86 to 22.53 percent with an average value of 9.86 percent 
is found. 
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The increase in the coolant temperature was less than 3°C 
over the entire length of the condenser for all cases. Hence, 
the heat flux can be assumed approximately uniform over the 
condenser tube surface. The local condensation heat transfer 
coefficient can then be determined by dividing the heat flux by 
the vapor-tube surface temperature difference at a given vertical 
location. The condenser tube surface temperature is obtained 
by averaging the two circumferential surface temperatures mea- 
sured at one vertical location. The average condensation heat 
transfer coefficient can then be computed by integrating the 
local condensation heat transfer coefficients along the length of 
the condenser. The results are given in terms of the average 
condensation heat transfer coefficient and Nusselt number, 
which is defined based on the outside diameter of the condenser 
tube. 

In this study, the film Reynolds number ranges from 200 to 
1250, thus indicating that the condensation occurs in the wavy 
laminar regime. Tests were conducted with and without the 
electrode setup in place to investigate whether the electrode 
spacers might act as skirts stripping the liquid from the tube, 
thus causing an increase in the heat transfer coefficient. The 
results without EHD enhancement, with and without the elec- 
trode setup installed, were identical, indicating that the spacers 
have no impact on the results. 

Initially, data were taken at voltages of 0, 4, and 6 kV. These 
values were selected because no significant enhancement was 
obtained below 4 kV, and for voltages exceeding 6 kV electric 
breakdown occurred. A comparison between the smooth and 
enhanced tube with and without EHD is given in Fig. 3. The 
data at 4 kV are not included in this figure for reasons of clarity. 
Without EHD, the condensation heat transfer coefficient of the 
Turbo CII® tube is 2.06 times higher than the heat transfer 
coefficient for the smooth tube at a temperature difference of 
6°C. The enhancement ratio reduces to 1.75 for a temperature 
difference of 10°C. The condensation heat transfer coefficient 
realized by combining EHD and the Turbo CII® tube is approxi- 
mately 4 times as high as for the smooth tube without EHD 
over the entire range of temperature difference. However, Fig. 
3 also shows that for low temperature differences (<4°C) a 
relatively high enhancement can be achieved by employing the 
Turbo CII ® alone. As the benefit of the Turbo CII ® tube de- 
creases with higher temperature differences, the importance of 
the EHD enhancement becomes apparent. For reasons of verifi- 
cation, the experimental data are compared to the Nusselt solu- 
tion for laminar condensation (Incropera and De Witt, 1990) 
and a well-established correlation by Kutateladze (1963) for 
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EHD 

wavy laminar condensation. The experimental data without the 
EHD effect compare favorably to the Kutateladze correlation 
due to the condensate film flow regime. 

The experimental data in terms of the film Reynolds number 
and heat flux are presented in Fig. 4. A correlation by Labuntsov 
(1957) for turbulent film condensation is included to illustrate 
the flow regime. From the figure, it can be deduced that the 
enhancement ratios for a given Reynolds number follow the 
same trend as for a given temperature difference, i.e., they 
decrease with higher Reynolds numbers for the smooth tube 
and increase for the Turbo CII® tube. By combining EHD and 
the Turbo CII® tube, a 6.1-fold enhancement is obtained over 
the tested range of film Reynolds number when the data for the 
smooth tube without EHD are used as the base case. 

Figure 4 also emphasizes that with a Turbo CII® tube the 
EHD-extraction phenomenon is realized more effectively than 
with a smooth tube. The reason for this can be found in the 
tube surface geometry. The fins of the Turbo CII® tube create 
an electric field with high localized nonuniformities. The elec- 
tric field created with a smooth surface, on the other hand, is 
relatively uniform directly at the tube surface. The body force 
density due to the electric field acting on the condensate is given 
a s  

where p ,  E, e, and p are electric charge density, electric field 
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strength, electric permittivity, and fluid density, respectively. 
Since no free charges are generated or introduced for the EHD- 
extraction phenomenon, the Coulomb force, which is the first 
term in the equation given above, is negligible. The second 
term, the dielectrophoretic force, describes the force due to 
spatial changes in the electric permittivity e. Due to the drastic 
change of the electric permittivity across the liquid-vapor inter- 
face, this term in conjunction with the last term will play the 
major role for the discussed situation. The last term in this 
equation, called the electrostriction term, quantifies the force 
created due to the inhomogeneity of the electric field. For the 
electrode design at hand - - a  narrow electrode placed over a 
large surface--this term will be of importance regardless of 
the surface geometry. Using the Turbo CII ® tube, however, 
additional nonuniformities in the electric field distribution are 
generated at the condensation surface, and thus the electrostric- 
tion force is increased. Furthermore, it is observed that the setup 
is less prone to electric discharge from the electrode when the 
Turbo CII ® tube is utilized. Note that electric breakdown will 
always be initiated at the energized electrode. Since the elec- 
trode-tube gap is the same for the two tubes, the electric field 
distribution around the energized electrode remains nearly un- 
changed. Hence, the initiation of breakdown is not affected by 
the local geometry of the grounded tube. 

Finally, Fig. 5 is included for the purpose of providing a 
general idea how this work compares to previous studies. It has 
to be pointed out that these studies involved various working 
fluids, different surfaces, and distinct testing procedures. The 
enhancement mechanism was the EHD-extraction phenomenon, 
except for Sunada et al. (1991), which dealt with EHD pseudo- 
dropwise condensation, and Yabe et al. (1986) and Yamashita 
et aI. ( 1991), which studied the combination of the EHD extrac- 
tion phenomenon and EHD pseudo-dropwise condensation. 
However, all previous studies were concerned with smooth con- 
densation surfaces. Figure 5 gives the enhancement ratio (con- 
densation heat transfer coefficient obtained with EHD over con- 
densation heat transfer coefficient without EHD) as a function 
of the applied electric field strength. Maximum results at a 
given film Reynolds number are given from this study. The 
combination of the EHD extraction phenomenon and the Turbo 
CII ® tube yields results that go far beyond that of previous 
studies based on the EHD extraction phenomenon using smooth 
tubes. Studies dealing with EHD pseudo-dropwise condensation 
using smooth tubes, however, produced enhancement ratios 
similar to those presented in this study. Nevertheless, it must 
be noted that the electrode designs necessary to initiate EHD 
pseudo-dropwise condensation can be expected to increase the 
pressure drop drastically across the condenser. 

The electric current does not exceed 40/zA for all conditions 
considered in this study. Thus, the electric power amounts to 

less than 0.24 W, corresponding to less than 0.08 percent of 
the exchanged heat. 
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strength, electric permittivity, and fluid density, respectively. 
Since no free charges are generated or introduced for the EHD- 
extraction phenomenon, the Coulomb force, which is the first 
term in the equation given above, is negligible. The second 
term, the dielectrophoretic force, describes the force due to 
spatial changes in the electric permittivity e. Due to the drastic 
change of the electric permittivity across the liquid-vapor inter- 
face, this term in conjunction with the last term will play the 
major role for the discussed situation. The last term in this 
equation, called the electrostriction term, quantifies the force 
created due to the inhomogeneity of the electric field. For the 
electrode design at hand - - a  narrow electrode placed over a 
large surface--this term will be of importance regardless of 
the surface geometry. Using the Turbo CII ® tube, however, 
additional nonuniformities in the electric field distribution are 
generated at the condensation surface, and thus the electrostric- 
tion force is increased. Furthermore, it is observed that the setup 
is less prone to electric discharge from the electrode when the 
Turbo CII ® tube is utilized. Note that electric breakdown will 
always be initiated at the energized electrode. Since the elec- 
trode-tube gap is the same for the two tubes, the electric field 
distribution around the energized electrode remains nearly un- 
changed. Hence, the initiation of breakdown is not affected by 
the local geometry of the grounded tube. 

Finally, Fig. 5 is included for the purpose of providing a 
general idea how this work compares to previous studies. It has 
to be pointed out that these studies involved various working 
fluids, different surfaces, and distinct testing procedures. The 
enhancement mechanism was the EHD-extraction phenomenon, 
except for Sunada et al. (1991), which dealt with EHD pseudo- 
dropwise condensation, and Yabe et al. (1986) and Yamashita 
et aI. ( 1991), which studied the combination of the EHD extrac- 
tion phenomenon and EHD pseudo-dropwise condensation. 
However, all previous studies were concerned with smooth con- 
densation surfaces. Figure 5 gives the enhancement ratio (con- 
densation heat transfer coefficient obtained with EHD over con- 
densation heat transfer coefficient without EHD) as a function 
of the applied electric field strength. Maximum results at a 
given film Reynolds number are given from this study. The 
combination of the EHD extraction phenomenon and the Turbo 
CII ® tube yields results that go far beyond that of previous 
studies based on the EHD extraction phenomenon using smooth 
tubes. Studies dealing with EHD pseudo-dropwise condensation 
using smooth tubes, however, produced enhancement ratios 
similar to those presented in this study. Nevertheless, it must 
be noted that the electrode designs necessary to initiate EHD 
pseudo-dropwise condensation can be expected to increase the 
pressure drop drastically across the condenser. 

The electric current does not exceed 40/zA for all conditions 
considered in this study. Thus, the electric power amounts to 

less than 0.24 W, corresponding to less than 0.08 percent of 
the exchanged heat. 
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d = diameter of the solid bead, m 
D = gap width of porous annulus = g, - r,,  m 

Da = Darcy number = K / D  2 
g = acceleration due to gravity, m s 2 [g+ = 

gD3/(ce], Ra*2)] 

h = heat transfer coefficient, W m 2 K -  
k,,, = effective thermal conductivity of  porous 

medium, W m-t  K- 
K = permeability of  the porous medium, m 2 
L = height of porous annulus, m 

Nu,,  Nu,,, = local and average Nusselt numbers (Nu, = 
hxD/km) 

P = normalized pressure = P D  2~(pica,I, Ra .2) 
Pr,,, = Prandtl number of the porous medium = u¢./ee,,, 

r~, ro = inner and outer radii of the annulus. 
respectively, m 

r = normalized space coordinate = r / D  
Ra* = modified Rayleigh number = g/3(~v - T . ) K D /  

(usa,,,) 
t = normalized time = c~,,,i- Ra* /D  2 

T = normalized temperature = ( T  - T,,)/(7~, - T~) 
u = normalized velocity in x direction = D f f / ( % ,  

Ra*)  
v = normalized velocity in r direction = 

~_L(_g~_Ra * ) 
V : ~/U 2 -~- 1) 2 

x = normalized space coordinate in vertical 
direction = ~V/D 

a,,, = thermal diffusivity of  porous medium = k,,,/ 
( C f p f ) ,  m2 S 1 

/3 = isobaric coefficient of thermal expansion of 
fluid, K -~ 

e = porosity 
# '  = apparent viscosity; #* = (#' / /ue) 

= kinematic viscosity, m 2 S- 
Pm, Py = densities of porous medium and fluid 

respectively, kg m 3 

( P C )  + = p, , ,C, , / (P~G) 
= b / D  

~b = normalized stream function = ~/(Dce , . )  
= normalized vorticity function = ~D z/(~,,, Ra*)  

Subscripts 

a = ambient 
f = fluid 
w = at the wall, i.e., at r = ri 

Introduct ion  

The study of flow and heat transfer characteristics in porous 
media finds applications in varied fields such as geothermal 
operations, heat loss estimation in thermal insulation, packed 
beds used in chemical reactors, metal processing in a blast 
furnace, etc. The theoretical investigation of Minkowycz and 
Cheng (1976) illustrates the effect of  permeability of the porous 
medium as characterized by Darcy's  law. Boundary effects of 
the veloci ty  profiles near the rigid wall were included in the 
analysis by some of the investigators (for example, Vafai and 
Tien, 1981 ). It has been observed that the boundary and inertia 
effects are more pronounced in high-permeability porous media. 
The problem of natural convection in a vertical porous annulus 
has been studied experimentally and theoretically by Prasad and 
Kulacki ( 1984, 1985) and Prasad et al. (1986) covering good 
range of  Rayleigh numbers and aspect ratios. Their experimental 
data indicate effects of curvature and Prandtl number on temper- 
ature profiles and on Nusselt numbers. Another important pa- 
rameter, the inertial (or, turbulent) resistance coefficient, origi- 
nally used in theoretical studies on forced flow of fluids through 
packed beds (Choudhary et al., 1976), has found its application 

in studies in natural convection as well (Jonsson and Catton, 
1987) at high Rayleigh numbers. Kaviany and Mittal (1987) 
conducted experiments to study the natural convection heat 
transfer from a vertical plate to polyurethane foam saturated 
with air. 

It is felt from the studies of various authors cited above that 
there is a need for an analysis of the present problem considering 
a generalized model so as to obtain accurate results at both low 
and high Rayleigh numbers. Also, it is intended to present the 
effects of various parameters in the form of explicit expressions 
based on computer results. 

Phys ica l  Mode l  and P r o b l e m  F o r m u l a t i o n  

The physical model considered is a vertical cylindrical 
annulus with inner radius F/, outer radius vo and height L and 
filled with a saturated porous medium. The gap width is D,  
where D = g, - ~ .  The inner and outer vertical walls of the 
annulus are maintained at constant temperatures T,~ and T,,, 
respectively, where ~,, > T,,. The adiabatic condition of heat 
flow is maintained at both the bottom and top boundaries at x ~ 
= 0 and at x = L, respectively, for ~ -< r -< to. The transport 
and heat transfer processes in the porous annulus are governed 
by the following normalized energy and momentum balance 
equations, with the use of  Boussinesq approximation (Choud- 
hary et al., 1976; Jonsson and Catton, 1987): 

OT OT ( p C )  + _OT + u - - + v - -  
at  Ox Or 

1 {lO (roT  
- R a *  f o r k  c~rJ + OxZJ (1) 

Ou u Ou 

Ot e Ox 

Ov u Ov 

Ot e Ox 

v Ou oP  e Pr,. 
+ . . . .  e - - -  g+ + ( T -  u)  

e Or Ox Da Ra* 

Da Ra* r Or r o r  + OxZJ (2) 

v Ov OP e Pr,,, eq~ 
+ . . . .  e v - -  - - v V  

e Or Or Da Ra* Da 

Ra* 7 07 r o t  + Ox2J (3) 

Vorticity ~ in dimensionless form is defined as ~ = (Ou/Or) - 
(Ov/Ox) and the momentum balance Eqs. (2) and (3) are com- 
bined to give the following equation in vorticity: 

° A + - " ° A +  - - -  - 1 + 
Ot e Ox e Or Da Ra* 

# * e P r , , , { ~ 0  ( _ ~ )  
Ra* O7 r + - -  

02~ 1 0 v  "[ 
O X  2 r 2 0 x  l 

Da V Ox V Or r V  J 

The dimensionless stream function ~b is defined as shown below 
satisfying the equation of  continuity: 

00. 00 
rv - (5) 

ru = Or Ox 

Making use of Eq. (5) ,  the following relation between ~ and 
q, is obtained: 
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Exptzal. data of Prasad et al (1986) for (L/D)=11.08 
d, mm s Kxl0 e pr m (L/D)=11.08 

O glass-water 3 0.379 0.703 3.98 q=0,077 
glass.water 66 0.391 3.206 4.00 ~=0.4 
glass-heptane 0.394 3.348 1 . 7 8  Da=2.2x10-5 
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- - ' "  Prasad and Kulaold (1984) 
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Modified Rayleigh number, Ra" 

Fig. 1 Comparison of the present theory with the experimental data of 
Prasad et al, (1986) for the case of a long cylinder with (L/D) = 11.08 

r~ - 02~0 1 0~0 + 02_____~ (6) 
Or 2 r Or Ox 2 

Initial and boundary conditions in dimensionless form (condi- 
tions stipulated at various boundaries for the stream function 
and vorticity ~ in dimensionless form are also included): 

t = 0 :  u = v =  T = O  

for O - < x ~  (L/D)  and for r ~ - < r - <  ro 

For ' t  > 0 and for 0 < x <- (L/D):  

At r =  r~: u = v =  ~0 = 0  and T =  1; 

&0 
At r = r o :  u = - - = ~ = T = 0  

Or 

OT 
At x = 0 ,  -fffx = ~ b = 0 ;  

At x = (L /D) ,  O0 OT= ~ = 0 ( f o r r i  < r < r,,) (7) 
Ox Ox 

In Eq. (7),  the boundary condition at the upper boundary, x = 
(L /D) ,  is prescribed based on a discussion presented by Roache 
(1985) on boundary conditions for vorticity and stream func- 
tions. 

The local heat transfer coefficient at the wall (P-= ~)  is 
defined by the equation 

orOT ~:~, -k , ,  -7- = hx(~v - Ta) (8) 

following which the local Nusselt number is obtained from the 
equation 

OT = Nux (9) 
O F  at  r = r  i 

Method of Solution 
The unsteady-state energy and vorticity equations in dimen- 

sionless form (Eqs. (1) and (4))  are numerically solved by the 
Alternating Direction Implicit (ADI) method (Roache, 1985; 
Angirasa and Mahajan, 1993). This method gives the values of 
dimensionless temperature T and vorticity ~ at all grid points 
after each time step (At ) .  Making use of the new values of 4, 
the stream function ~0 and the u and v velocities are obtained 

from Eqs. (6) and (5),  respectively. The Successive Over Re- 
laxation (SOR) method is used for the solution of Eq. (6).  The 
solution procedure for successive time steps is continued until 
steady-state results are obtained. Local Nusselt numbers Nux 
are computed, making use of Eq. (9).  Using these local values, 
an integrated average Nusselt number Nu~v is computed by 
Simpson's rule. The stability and consistency of the results are 
ascertained by subjecting the results to a grid-independence test 
and an iteration-convergence test in the cases of the ADI method 
and the successive overrelaxation method, respectively. 

Results and Discussion 

Results are obtained to study the effects of the parameters 
Ra*, (L/D)  ratio, ri, Prm, and Da on the velocity and tempera- 
ture profiles and on Nusselt numbers. From the numerical results 
it is observed that the effect of Prandtl number Prm on Nusselt 
numbers is significant when Ra* > 100 and Da > 10 -5. Fur- 
ther, the effect of the inertial (or turbulence) resistance parame- 
ter 05 on Nusselt numbers is found to be significant at low 
Prandtl and high Darcy numbers. A comparison of the present 
theory is shown in Figs. 1 and 2 with the experimental data of 
Prasad et al. (1986), and Prasad and Kulacki (1985) for the 
cases of long and short cylinders, respectively. Numerical re- 
sults are recast in the form of expressions for average Nusselt 
number as a function of various system parameters, by means 
of nonlinear regression analysis: 

For 05 = 0 and for Ra* < 200: 

Ra* ..... ( L ~  -°z79 
Nu,,v = 1.2757 \D/  

1]0"382( e ~0.00~4 

× (1 + 7// \pr-S--CaJ (10,,) 

For 05 = 0 and for 200 < Ra* < 2500: 

Ra* ..... ( ~ )  0.334 

Nu,v = 0.5685 

× 1 + r i /  \Pr , ,  D a /  (10b) 

Exptal. data of Prasad and Kulacki (1985) for (UD)=I 
103 d, mm s Kxl08 

O glass-water 6 0.3698 2.550 
Q glass-water 3 0.3514 0.516 ..O,,. O 

z 

• D Q D  

~ 0  ' Present theory 
- - - -  Prasad and Kulacki (1984) 

103 

10 z 103 

Modified Rayleigh number, Re" 

Fig. 2 C o m p a r i s o n  o f  t h e  p r e s e n t  t h e o r y  w i t h  t h e  e x p e r i m e n t a l  d a t a  
o f  P r a s a d  a n d  K u l a c k i  ( 1 9 8 5 )  f o r  the" c a s e  o f  a s h o r t  c y l i n d e r  w i t h  
(L/O) = 1.0 
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For ~b > 0 and for 500 < Ra* < 2500 and Da > 10 5: 

/ r \  0.368/ 2 /0 .196 
Nu,,v= 1.013Ra*"2~6/5 ) t l + r, /  

X I + ( I f )  
\Prm D a /  k ~ a J  

These regression equations agree with the numerical results 
within a standard deviation of 6 percent for the following range 
of parameters: 1.0 -< (L/D) -< 15; 0.07 -< r~ -< 40; 0.04 -< Prm 
-< 50; and 4 × 10-7 _< Da <_ 2 × 10 -4. 
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H = channel height 
L = total channel length 
n = direction normal to wall 

Nu = Nusselt number 
Pr = Prandtl number = vice 
Re = inlet flow Reynolds number = U,,H/v 

Re,,, = mean flow Reynolds number = UmH/v 
Re,~ = wall suction Reynolds number = V,,H/u 
u, v = dimensionless velocity components 
Um = mean velocity at x 
u,,, = dimensionless mean velocity at x 
V,, = wall suction velocity 

x, y = dimensionless coordinates 
x + = dimensionless axial coordinate = x/Re 

0 = dimensionless temperature 
0,,, = dimensionless bulk mean temperature 

Introduction 

The heat transfer and fluid flow in the entrance region of 
a semiporous channel is of importance in many engineering 
applications such as nuclear reactors, turbine engines, combus- 
tion chambers, solar collectors, and electrochemical systems. 
Detailed reviews of porous-walled-passage flow and heat trans- 
fer can be found in Raithby ( 1971 ), Rhee and Edwards ( 1981 ), 
and Jen (1994). Only papers closely related to the present study 
are reviewed here. 

Rhee and Edwards (1981) presented the first study concern- 
ing heat transfer in the hydrodynamic and thermal entrance 
region of a semiporous channel. A tail-end-plate configuration 
was used and the parabolized governing equations were solved 
numerically. It is worth noting that their results are limited to 
the case where there is no flow reversal, and where the effects 
of axial diffusion and conduction are neglected. Soong and 
Hwang (1990) investigated the laminar mixed convection prob- 
lem of a radially rotating semiporous channel. A dosed-form 
solution for the fully developed regime was found. Accounting 
for the fluid flow in the porous wall, Abdel-Rahman et al. 
(1991) studied the heat transfer and fluid flow in the channel 
and duct with wall injection. They show that the effect of fluid 
flow in the porous wall may become significant when Darcy 
number is large. This effect will be neglected in the present 
study. Recently, Hwang et al. (1993) presented a three-dimen- 
sional numerical analysis in the entrance region of a square duct 
with injection or suction at one wall. However, because the 
parabolized equations were used, the results are limited to cases 
without flow reversal. Typically, wall transpiration cooling 
channels have low aspect ratios (where aspect ratio is defined 
as spacing divided by length) (e.g., Moskowitz and Lombardo 
( 1971 ) and Raj (1983)) .  Thus, a two-dimensional analysis can 
be useful for understanding the convection mechanism of a 
semiporous channel. 

A numerical analysis has been performed for the simultane- 
ously developing laminar flow and temperature fields in the 
entrance region of a semiporous channel. Both constant wall 
temperature and constant wall heat flux thermal boundary condi- 
tions are considered. A vorticity-velocity method successfully 
developed for two-dimensional flow by Farouk and Fusegi 
(1986) is used for the present study. Note that this formulation 
can be extended directly to three-dimensional parabolic flow as 
shown by Chou and Hwang (1987) and Jen et al. (1992). The 
power law scheme (Patankar, 1980) is employed to solve the 
governing equations for the flow and temperature fields. Unlike 
previous studies (Rhee and Edwards, 1981; Hwang et al., 
1993), the axial diffusion terms in the momentum equations 
and the axial conduction term of the energy equation have been 
retained. Jen (1994) has shown that a significant error can be 
introduced in the entrance region when these terms are ne- 
glected. Furthermore, instead of making the parabolic flow as- 
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For ~b > 0 and for 500 < Ra* < 2500 and Da > 10 5: 

/ r \  0.368/ 2 /0 .196 
Nu,,v= 1.013Ra*"2~6/5 ) t l + r, /  

X I + ( I f )  
\Prm D a /  k ~ a J  

These regression equations agree with the numerical results 
within a standard deviation of 6 percent for the following range 
of parameters: 1.0 -< (L/D) -< 15; 0.07 -< r~ -< 40; 0.04 -< Prm 
-< 50; and 4 × 10-7 _< Da <_ 2 × 10 -4. 
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H = channel height 
L = total channel length 
n = direction normal to wall 

Nu = Nusselt number 
Pr = Prandtl number = vice 
Re = inlet flow Reynolds number = U,,H/v 

Re,,, = mean flow Reynolds number = UmH/v 
Re,~ = wall suction Reynolds number = V,,H/u 
u, v = dimensionless velocity components 
Um = mean velocity at x 
u,,, = dimensionless mean velocity at x 
V,, = wall suction velocity 

x, y = dimensionless coordinates 
x + = dimensionless axial coordinate = x/Re 

0 = dimensionless temperature 
0,,, = dimensionless bulk mean temperature 

Introduction 

The heat transfer and fluid flow in the entrance region of 
a semiporous channel is of importance in many engineering 
applications such as nuclear reactors, turbine engines, combus- 
tion chambers, solar collectors, and electrochemical systems. 
Detailed reviews of porous-walled-passage flow and heat trans- 
fer can be found in Raithby ( 1971 ), Rhee and Edwards ( 1981 ), 
and Jen (1994). Only papers closely related to the present study 
are reviewed here. 

Rhee and Edwards (1981) presented the first study concern- 
ing heat transfer in the hydrodynamic and thermal entrance 
region of a semiporous channel. A tail-end-plate configuration 
was used and the parabolized governing equations were solved 
numerically. It is worth noting that their results are limited to 
the case where there is no flow reversal, and where the effects 
of axial diffusion and conduction are neglected. Soong and 
Hwang (1990) investigated the laminar mixed convection prob- 
lem of a radially rotating semiporous channel. A dosed-form 
solution for the fully developed regime was found. Accounting 
for the fluid flow in the porous wall, Abdel-Rahman et al. 
(1991) studied the heat transfer and fluid flow in the channel 
and duct with wall injection. They show that the effect of fluid 
flow in the porous wall may become significant when Darcy 
number is large. This effect will be neglected in the present 
study. Recently, Hwang et al. (1993) presented a three-dimen- 
sional numerical analysis in the entrance region of a square duct 
with injection or suction at one wall. However, because the 
parabolized equations were used, the results are limited to cases 
without flow reversal. Typically, wall transpiration cooling 
channels have low aspect ratios (where aspect ratio is defined 
as spacing divided by length) (e.g., Moskowitz and Lombardo 
( 1971 ) and Raj (1983)) .  Thus, a two-dimensional analysis can 
be useful for understanding the convection mechanism of a 
semiporous channel. 

A numerical analysis has been performed for the simultane- 
ously developing laminar flow and temperature fields in the 
entrance region of a semiporous channel. Both constant wall 
temperature and constant wall heat flux thermal boundary condi- 
tions are considered. A vorticity-velocity method successfully 
developed for two-dimensional flow by Farouk and Fusegi 
(1986) is used for the present study. Note that this formulation 
can be extended directly to three-dimensional parabolic flow as 
shown by Chou and Hwang (1987) and Jen et al. (1992). The 
power law scheme (Patankar, 1980) is employed to solve the 
governing equations for the flow and temperature fields. Unlike 
previous studies (Rhee and Edwards, 1981; Hwang et al., 
1993), the axial diffusion terms in the momentum equations 
and the axial conduction term of the energy equation have been 
retained. Jen (1994) has shown that a significant error can be 
introduced in the entrance region when these terms are ne- 
glected. Furthermore, instead of making the parabolic flow as- 
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Fig. 1 Development of axial velocity profiles 

sumption as in Rhee and Edwards (1981) and Hwang et al. 
(1993), fully elliptic governing equations are used here. This 
allows results to be obtained for regions with flow reversal. The 
effect of fluid flow in the porous wall is neglected here, even 
though this may become significant when Darcy number is 
large. A coordinate transformation technique is used to handle 
the boundary condition far downstream (see, Jen, 1994, for a 
detailed description). The effects of wall suction and heating 
are examined. The local friction factor and Nusselt number are 
presented as a function of axial position. It is seen that they are 
strongly affected by wall suction and heating. When wall suc- 
tion is strong enough, flow reversals are observed. Comparisons 
with existing theoretical and experimental results are also pre- 
sented. 

Results and Discussion 
Consider the steady, laminar, developing convection flow in 

a parallel channel with top wall suction, and solid bottom wall. 
A uniform inlet axial velocity and a constant inlet temperature 
are imposed at x = O. Each channel wall is either under constant 
wall temperature or uniform wall heat flux conditions. The flow 
is assumed to be steady, constant-property, and incompressible. 
Viscous dissipation, compression work, and buoyancy are ne- 
glected. Details of the physical configuration, formulation, and 
numerical procedures used here can be found in Jen (1994), 
and will not be repeated here. 

The computed results are first compared to theoretical results 
for the fully developed flow and heat transfer case with fully 
porous walls (i.e., both walls are porous). For a suction rate of 
Rew= 2 and Pr = 0.7 fluid, f Rein is found to be 24.87, and Nu 
= 4.8 for the constant wall heat flux case. These are in excellent 
agreement with the data presented by Raithby (1971). 

Because of the lack of experimental data in the developing 
region, the present numerical analysis has been compared with 
the only existing fully porous channel flow data (Raithby and 
Knudsen, 1974). With reference to Jen (1994), the agreement 
is seen to be excellent. 

The present numerical analysis is also compared to theoretical 
results presented by Eckert et al. (1957) and Soong and Hwang 
(1990) for fully developed flow in semiporous channels. Again, 
with reference to Jen (1994), it is found that the agreement 
with the published theoretical results of Eckert et al. (1957) 
and Soong and Hwang (1990) are excellent for Re~ up to 6. 
For a larger suction rate, Rew= 10, the agreement is still reason- 
ably good. Increasing the portion of the domain where there is 

suction and increasing the number of axial grid points change 
the results by an almost imperceptible amount. This suggests 
that the flow becomes fully developed very slowly. A measur- 
able increase in computational domain size still does not yield 
a flow field that agrees with the analytical results for the fully 
developed case. This is in agreement with the results of Hwang 
et al. (1993), where it is shown that the flow is not quite fully 
developed at Rew= 10. 

The present numerical analysis is compared to Rhee and 
Edwards (1981) where a marching technique was used for the 
simultaneously developing laminar convection in the entrance 
region. The velocity and temperature profiles for the constant 
wall temperature case of Rew= 6.0 (not shown) are in excellent 
agreement with their results except very near the inlet (i.e., X~ 
L = 0.02). This is because the present analysis includes the 
effect of axial diffusion and axial conduction. 

Profiles of the developing axial velocity, U/Um, shown at 
different axial locations can be found in Jen (1994). Only one 
case, with flow reversal, is discussed here. For pure forced 
convection without suction, the axial velocity profile is symmet- 
ric about the y = ½ plane. Wall suction has a clear effect on the 
velocity profiles. For Re = 500, Rew= 50, the axial velocity 
profile, U/Um, has been plotted on Fig. 1 for five axial locations 
starting from very near the entrance of the channel, x ÷ = 3.20 
X 10 -4, to a location with flow reversal, x + = 1.59 x 10 -2. It 
can be seen that the velocity profile is fairly uniform near the 
inlet. In the entrance region, the large flow resistance near the 
wall tends to accelerate the flow near the core region, the so- 
called "hydrodynamic center." Although the two curves near- 
est the inlet do not show significant distortion in the axial veloc- 
ity profile, as the flow develops, the large suction rate distorts 
the axial velocity significantly. This is reflected by the increased 
top wall axial velocity gradient at the downstream axial location, 
x + = 5.27 X 10-3. In contrast to this, the velocity gradient near 
the solid wall is significantly decreased. At x ÷ = 9.67 x 10 -3, 
the velocity gradient near the solid wall approaches zero. For 
larger x +, flow reversal occurs. Note that no fully developed 
region is observed in this case. 

Figure 2 shows the local friction factor distribution at various 
axial locations for porous and solid walls. The parameters used 
in this figure are Re = 500 and Rew= 2, 10, 20, and 50. It can 
be seen from Fig. 2 that fp~Re,, increases with the suction rate. 
The suction effect at the porous wall results in a larger velocity 
gradient near the top wall (see Fig. 1 ). For the largest suction 
rate, Rew= 50, the porous wall friction factor increases signifi- 
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Fig. 2 WaU Reynolds number effects on friction factors along the axial 
direction 
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Fig. 3 Wall Reynolds number effects on Nusselt numbers along the axial 
direction 

cantly, with flow reversal occurring at the bottom wall when 
f ,  wRe,, reaches about 100. It can be seen that stronger suction 
rates at the porous wall cause the solid wall friction factor to 
decrease faster. Flow reversal occurs for the largest suction rate 
(i.e., Rew = 50) at x + -~ 0.008, where the solid wall friction 
factor becomes zero. At low suction rates, as the mass flow in 
the axial location decreases along the channel, total fluid extrac- 
tion will result at some axial position when mass flow goes to 
zero. In these cases (i.e., for Rew from 2 to 10), no flow reversals 
are observed. However,  for a larger suction rate, flow reversal 
will occur near the solid wall for the small axial velocity case 
due to the inability of the fluid to adjust for the large amount 
being extracted at the porous wall (Hwang et al., 1993). The 
flow reversal locations are seen to move upstream as the suction 
rate increases, in agreement with the results presented by Hwang 
et al. (1993).  

The effect of  Rew on Nusselt numbers along the axial direc- 
tion for Re = 500 and Pr = 0.7 in the entrance region for 
constant wall heat flux case is given in Fig. 3 (a ) .  As can be 
seen, heat transfer increases as the suction rate increases. The 
Nusselt number approaches infinity when the suction rate is 
greater or equal to 10. This is because the bulk mean tempera- 
ture is equal to the porous wall temperature. Thus, the first term 
of the Nusselt number (defined as (O0/On)pwl/(O,,  - Opw)) 
tends toward infinity (see Jen, 1994, for detailed discussion). 
A suction rate increase from 2 to 50 results in an increase in 
the heat transfer rate of more than 25 percent at x + = 10 -3. 
The effect is even larger farther downstream. 

The effect of  wall suction on the Nusselt numbers in the axial 
direction for the constant wall temperature case is demonstrated 
in Fig. 3(b) .  Similar to the constant wall heat flux case (i.e., 
Fig. 3 ( a ) ) ,  the heat transfer rate increases as the suction rate 
increases. For a suction rate of Rew = 50, the increase in Nusselt 
number at x + = 0.001 is more than 50 percent, in comparison 
to the Nusselt number at Rew = 2. The amount of increase is 
larger further downstream. It is worth noting that for this case, 
the Nusselt number does not go toward oo because the bulk 
mean temperature of  the fluid is always greater than the porous 
wall temperature. 
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A Perturbation Solution for a 
Nonthermal  Equi l ibr ium Fluid Flow 
Through a Three-Dimensional  
Sensible Heat Storage Packed Bed 

A. V. Kuznetsov 1 

Nomenclature 
a 4 = specific surface area common to solid and fluid 

phases, mZ/m 3 
cl, = specific heat at constant pressure, J k g  -1 K -1 

hw = heat transfer coefficient at the porous bed walls, 
W m -2 K -I 

hsf = fluid-to-particle heat transfer coefficient between 
solid and fluid phases, W m -2 K -1 

t i  = length of the packed bed (in xl-direction), m 
t = time, s 

T = temperature, K 
v = velocity of the fluid phase, m s-  

Xl, xz, x3 = Cartesian coordinates, m 
( . . . )  = local volume average 

e = porosity 
h = thermal conductivity, W m -1 K -~ 

~ = dimensionless coordinates 
19 = dimensionless temperature 

A19 = dimensionless difference between temperatures 
of the solid and fluid phases 

p = density, kg m -3  

r = dimensionless time 

Subscripts and Superscripts 
eff = effective property 
f = fluid phase 
in = inlet 
0 = initial 
s = solid phase 

1 Introduction 
The investigation of a nonthermal equilibrium fluid flow 

through a porous packed bed is of permanent interest. This is 
because of the important applications of porous packed beds, 
such as the storage of heat energy. In recent works by Stzen 
and Vafai (1990), Vafai and S0zen (1990a, b), Stzen et al. 
( 1991 ), and Amiri and Vafai (1994), a set of volume-averaged 
governing equations for nonthermal equilibrium, condensing, 
forced fluid flow through sensible and latent heat storage beds 
is presented and comprehensive numerical analyses of the phe- 
nomena are carried out. Analytical studies of the phenomena 
are presented by Amundson (1956a, b), Arpaci and Clark 
(1962), Hung and Nevins (1965), Jang and Lee (1974), Burch 
et al. (1976), Riaz (1977), and Spiga and Spiga (1981). 

An investigation of a heating process of a semi-infinite 
packed bed based on the perturbation analysis of the full energy 
equations for the solid and fluid phases has been recently pre- 
sented by Kuznetsov (1994). In the present analysis the consid- 
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erably more complicated case of the three-dimensional porous 
packed bed is considered for the step response. 

2 Physical Model and Governing Equations 
A three-dimensional porous packed bed is filled with the 

incompressible fluid and is initially at a uniform temperature, 
To. The fluid flows in the X 1 direction; the peripheral walls (x2 
= _+L2, x3 = -+L3) are heated by a fluid with a constant tempera- 
ture, 75n. At the instant t = 0, fluid at a higher temperature, 
Tin, is suddenly allowed to flow through the packed bed. In 
establishing a model for analyzing this problem, the following 
assumptions and simplifications are employed: The fluid phase 
is incompressible and the mass flow rate at every cross section 
of the packed bed is constant; thermal, physical, and transport 
properties are constant; heat transfer is three dimensional and 
fluid flow is one dimensional; the dimensionless solid phase 
temperature differs from the fluid phase temperature by a small 
perturbation: 

o,, = Os+ ~AO (1) 

where 6 is a dimensionless small parameter. 
Following S6zen and Vafai (1990) and Vafai and S6zen 

(1990a, b), the effective thermal conductivity in both phases 
is assumed isotropic and constant. 

Following the perturbation analysis presented by Kuznetsov 
(1994) it is easy to show that under this set of assumptions 
the dimensionless fluid phase temperature is governed by the 
following eqiaation: 

oo: + OOs ~ O~Os 
aT - ~ -  = i = l - ~ -  + O ( a )  (2) 

and the dimensionless temperature difference between the solid 
and fluid phases is governed by the following equation: 

A® 0®: + 11 0®: -- ~ 020s (3) 
= 0~ - ~ -  - A: 0 ~  

i=I 

In Eqs. ( I ) - (3) the following dimensionless variables are uti- 
lized: 

Temperature 

19 75.-  T 
7 5 . - T o '  

where 75. is the inlet temperature of the fluid phase and To is 
the initial temperature of the packed bed, 

Coordinates 

~, - (ps)S( cz'):(v:) x , ,  

Time 

[ (ns)S ( cp)s(V:) ] ~ 
7" = t, 

[c(pf)Y(cp)s + (1  - e ) (p ,~) " (cp)~ ] (k :~ f f  + k,~ff) 

and the dimensionless parameters 

A~ = c(Pf)Y(cP)f + (i - e)(ps)~(cr)s 
c(::/( C:)s 

A2 = k:~fde(p:):(cj,): + (I - c)(p.,)S(cp),] and 

4ps)S ( c;,):[h:o. + X, orf] 
1 e[(ps)S(c,,):]3(v:) 2 

h.,sG: [ e(ps)f ( c?): + (1 - c )(p.,)'( c,).,]( ks~ff + X, off) 

3 Solution and Analysis 
For the function ®:, initial and boundary conditions discussed 

in the beginning of the previous section can be written in the 
following form: 
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O:((,, ~ ,  ~3, o) = 1 (4) 

00: 
Of(O, ~2, ~3, r )  = 0, - ~ -  (R,, (2, ~3, ~-) = 0 

oo~ 
a& (~'' ±R:, ~ ,  r) = -~OA~,, ±R:, ~,  . ) ,  

00~ 
,9~ (~'' ~2, ±n3, r) = YaOA~, ~ ,  ±R3, r) 

where 

R, = (p:)f(c,,).:(vf)L/(kf~. + ~kseff) (i = 1, 2, 3) 

o~ = hw/[ (p:): ( c,,):(v:) ]. 

The zero temperature gradient at ~ = R~ (Eq. (5))  means 
that it is assumed that the temperature of the fluid does not 
change after the fluid leaves the packed bed and there is no 
temperature jump at the outlet boundary. 

The solution of Eq. (2) with corresponding initial and bound- 
ary conditions ( 4 ) - ( 7 )  can be obtained as the product of the 
solutions of the pertinent one-dimensional problems: 

3 
O:ff,, ~,  ~,  r) = [I  w,(~,, r) (8) 

i~l 

The function w l (~,, r )  is the solution of the following equation: 

Owl. + Ow__ 2 = --02w~ (9) 
Or 0~, 0 ~  

with its corresponding initial and boundary conditions 

Owl 
w1(~1,0) = 1, w,(0,7-) = 0, - ~ - ( R i , ~ - )  = 0 (10) 

The functions wj(~j, ~-) ( j  = 2, 3) are the solutions of the 
following equations: 

Ow: _ 0 2w s ( 11 ) 

with their corresponding initial and boundary conditions 

Owj 
Wj(~j ,  O) = 1, -~s (0, 7-) = awj, 

Ows (Rj, "r) = - a w j  (12) 
o¢j 

The solution of the problem ( 9 ) - ( 1 0 )  is obtained using the 
classical Fourier method as 

w,= ~ C , , e x p ( ~ ) e x p [ - ( ~ + b ] ) r ] s i n ( b , ~ , )  (13) 
tt= l 

where b,, are the positive solutions of the transcendental equa- 
tion 

tan b,,Rl = -2b,, (14) 

and the series coefficients in Eq. (15) are 

b,, 
1/4 + b~ 

C,, = (15) 
R, sin (2b,,R~) 
2 4b. 

~=5 

(5) 5 / / /~0 .388"- '~ ,  

//A:-'-, 
(6) 

37 

(7) ~ o 

and 

-5 ~ 10 1'5 zo 

%=12 

0.05; 5,0 .16 0.216 

/ 

! 
5 10 15 20 

Fig. 1 Space distribution of dimensionless temperature difference, ~ O ,  
for ~3 = 0 

The solutions of the problems ( 1 1 ) - ( 1 2 )  are presented by 
Carslaw and Jaeger (1959) as: 

2a cos (y,,,~j) e x p [ - y ] , r ]  (16) 
ws = ,  , [(c~ 2 + ~ , )R j  + cd cos (e,,,Rj) 

where %, are the positive solutions of the transcendental equa- 
tion 

Ym tan T,,Rj = o~ (17) 

Finally, utilizing Eqs. (8),  (13), and (16), the solution for the 
dimensionless fluid temperature ®f is 

O f =  ~ 4ot2C,,exp [ ~ - ( ~ +  b ] +  y,2. + Y~)~-] 
tl.m,k= ] 

sin (b,,~l) cos ('Y,,,~2) cos ('Yk~3) 

"" [(Or 2 + T],)R2 + ot][(oz 2 + T~)g3 + a] COS (T,nR2) cos (Tt~R3) 

(18) 

where the coefficients b,,, C., and y,.,k are determined by Eqs. 
(14), (15) and (17). 

The dimensionless temperature difference between the solid 
and fluid phases can now be found from Eqs. (3) and (18) as 
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A o =  Z 
n ,m,k= l [(ce 2 + T~)R2 + a ] [ ( a  2 + T~)R3  + a ]  c o s  ( 'ymR2) c o s  (TkR3)  

x - ~ + -~- - -~- + (A2 - 1)(b~ + y ~  + y~)  sin (b .~ , )  + (A~ - a~)b. cos (b.(1)  (19) 

Figure 1 depicts the space distributions of the dimensionless 
temperature difference calculated utilizing Eq. (19) for R~ = 
20, R2 = 5, R3 = 10, O/ : 0 .5 ,  A i  = 7 and A2 = 1.4. These 
values of A1 and A2 correspond to the following ratios of the 
thermophysical properties: (cp)i(&) f = 0.5(cp).~(p,) ~, ~feff = 
0.25ks,ff and e = 0.25. This figure clearly shows that the temper- 
ature difference forms a thermocline. This thermocline has a 
local maximum. Analyzing the form of the thermocline for 
different moments of time, it can be seen that its local maximum 
moves downstream and its amplitude decreases as time in- 
creases. 

4 C o n c l u s i o n s  

The step response of a three-dimensional porous packed bed 
in nonthermal equilibrium is considered. The analytical solution 
for the problem is obtained by using the perturbation technique. 
It is shown that the temperature difference between the solid 
and fluid phases forms a thermocline. This thermocline has a 
local maximum and its amplitude decreases while the thermo- 
cline propagates downstream. 
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D i s c u s s i o n  

Non-Quasi -Steady Analysis  o f  Heat  Conduc-  
t ion From a Moving  Heat  Source  I 

S. M. Zubair 2'4 and M. A. Chaudhry.  a'4 The author has at- 
tempted an important problem of a moving heat source, which 
has applications to many physical problems of engineering sci- 
ences. It should, however, be noted that the transformation used 
in Eq. (4) of the paper is not correct. The correct transformation, 
as referenced by Carslaw and Jaeger (1959) should be 

O(x, 7-) = ~(x,  ,7-) exp(-amaT-). (1) 

The transformation and thus the temperature formulation re- 
sulting from the moving heat source with constant power as 
given in Eq. (6) of the paper appears to be incorrect. The correct 
formulation in the notation of the paper is 

O(X, 7-) - q~ exp - - -  - am27- 
pCp( Tra ) j/2 2a 

× /~  exp - ~ a  - ~ a  rl-2 ~-2d~7" (2) 

On substituting, 

X 2 r/2 d~ 2 d...__~ 
= ~ a  and - ~ - =  rj ' 

leading to 

qcx ) 
O(X, r )  47rl/2--- ~ exp - 2--a- - am2r 

U2 X2 -1 

which can be expressed in terms of generalized incomplete 
gamma functions recently described by Chaudhry and Zubair 
(1994, 1995) as 

= q , X  ( U X  ) 
O(X, 7-) 47rm------ ~ exp - 2-"-a- - am2r 

( 1 X 2 " (UX~2~ (4) 
× F - 2 ' 4 a - r '  \ 4a / ] " 

1 By H. J. Zhang, published in the August 1990 issue of the ASME JOURNAL 
OF HEAT TRANSFER, Vol. 112, pp. 777-779.  

2 Mechanical Engineering Department. 
3 Mathematical Sciences Department. 
4 King Fahd University of Petroleum and Minerals, Dhahran 31261, Saudi 

Arabia. 

The quasi-steady temperature solution for the case when the 
rod is insulated (h = 0, m 2 = 0), can be written as 

qcX ( U X )  ( 1 (UX~2~ (5) 
01 = 47rt/2kexp - ~ I" - 2 , 0 ;  \ 4a / / " 

This can be simplified to give 

o kU IXl exp - 0 . 5  (X + IXl)  , (6) 

which coincides with Eq. (10b) of the paper if X > 0. 
In addition, it is important to emphasize that the use of gener- 

alized incomplete gamma functions can facilitate finding exact 
analytical solutions of several time-dependent moving heat 
source problems (Chaudhry and Zubair, 1993; Zubair and 
Chaudhry, 1996). 
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Author's  Closure 

The discussion by Zubair and Chaudhry emphasizes the great 
importance of heat conduction from a moving heat source and 
the value of the generalized incomplete gamma function to 
some moving heat source problems. The special attention to 
this important problem is gratifying. 

It should, however, be pointed out that the mistake noted by 
Zubair and Chaudhry in the transformation used in Eq. (4) of 
my paper is merely an erratum and was found by me some time 
ago. In fact, Eq. (5) o f  my paper can be derived from Eq. (4) 
only when the correct transformation, O(x, r )  = 49(x, 7-) 
exp (-am27-), is used as is proved in my previous paper (Zhang, 
1986). In the paper, there is also an erratum, i.e., "a  finite 
medium" in the last paragraph of the introduction, and the 
correct description should be "an infinite medium." 

Next, the formulation (2) of the discussion appears to be 
incorrect. When the heat source method is chosen to solve heat 
conduction from a moving heat source, the transformation men- 
tioned above should be applied to all the instantaneous plane 
heat source at different time 7-' rather than applied only once 
on the resulting ~(x,  7-) at time r (Zhang, 1992). As shown 
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